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Preface

The detection of humans in still images and especially in traffic scenarios is an important problem for artificial vision, pattern recognition and in a broader context for autonomous vehicles. A robust solution to this problem has various applications to fields such as autonomous driving systems, video surveillance, image retrieval, vulnerable road user protection.

The goal of this book is to bring an overview of existing solutions for feature based pedestrian detection systems and to present the contributions brought by the author in this field. The book presents the main milestones of the pedestrian detection techniques in the context of classical machine learning methods such as Support Vector Machines, Adaptive Boosting or Bayesian Network trained on visual features extracted from monocular intensity or infrared images.

The detailed theoretical and pragmatic solutions are extracted from the author’s PhD Thesis entitled ”Adaptive Search Space Pruning in the Context of Multiple Attitude Pedestrian Detection Models” (2015) and are also found in the scientific papers published by the author.

This book is addressed to computer science students that are in their senior year or pursuing a Masters degree and to young researchers that want to get an introduction to classical pedestrian detection systems. This book assumes that the reader has reasonable knowledge in the areas of image processing, computer programming, data structures and algorithms, artificial intelligence and pattern recognition systems.
Chapter 1

Introduction

Pedestrian detection is an extremely active field of scientific and technological exploration. From many years researches in all the world have tried to build systems able to detect pedestrians in images captured with various sensors setups. Monocular or stereovision systems, Lidar, Radar or Infrared based frameworks have been widely explored.

The detection of humans in still images and especially in traffic scenarios is an important problem for artificial vision and pattern recognition. A robust solution to this problem should have various applications to autonomous driving systems, video surveillance, image retrieval.

In general, the goal of pedestrian detection is to determine the presence of humans in images and videos and return information about their position. The problem of detecting pedestrians has a high degree of complexity because of the large intra-class variability, as pedestrians are highly deformable objects whose appearance depends on numerous factors like: pose, orientation, shape, attitude, occlusions, imaging conditions, background.

With respect to other identities that appear in traffic (vehicles, road, traffic signs) that have a rigid structure, pedestrians may adopt a large variety of appearances due to the actions they perform (walk, run, stand), due to the motion of different body parts, due to the clothing and accessories they wear. Hence pedestrians possess a large intra-class variability because they are highly deformable instances in a traffic scene and their appearance depends on numerous factors like: pose, orientation, shape, attitude, occlusions, imaging conditions, background. The difficulties in pedestrian detection algorithms arise exactly from this high variance in appearance.

The main components of a classical pedestrian detector are shown in Figure 1.1.

Figure 1.1: Sample processing pipeline for a classical pedestrian detector. Feature extraction and classification are detailed in this book.

A first component of a classical pedestrian detector comprise a region of interest generation
process. This is performed by means of stereovision or in the case of monocular cameras it is done using geometric assumptions – for example most pedestrians are localized on the ground (road) plane or if a pedestrian is far away from the ego-vehicle than its size in the acquired image will be smaller than the size of a pedestrian that is close to the vehicle. The region of interest generation process is a separate subject that is not in the context of this book.

The second component of the classical pedestrian detection system is the feature extractor that explores the relevant features which make a pedestrian distinguishable with respect to other entities that appear in a traffic scene.

The third component is the classifier or detector. Based on the design principles of the detector, several features are extracted in the given regions of interest, and based on those features a classification model is applied having as result several detections. Each detection has associated a likelihood that it represents a pedestrian.

Furthermore, in the detection pipeline, tracking operations can be applied in order to improve the flickering effects of a detector (that is a pedestrian is detected in the previous frames, than in the current frame it is not detected and in the next frames it is detected again).

In this book two components of a classical pedestrian detector are explored: the feature extraction and classification. The explanations provided in this book detail classical approaches for a pedestrian detection system applicable in the context of monocular infrared and monocular visible systems.
Chapter 2

Visual Features

Choosing the features implied in the design of a classifier represents a very important step. A robust set of attributes must be used in order to recognize the humanoid shape in a cluttered background and under difficult illumination conditions.

Existing approaches exploit descriptors based on first order partial derivatives computed in four directions, histogram of gradient orientations, anisotropic Gaussians, Gabor wavelets, Haar wavelets, Local Binary Patterns.

2.1 First Order Partial Derivatives

The magnitude of the first order partial derivatives is used because the sign of the magnitude of the first order partial derivative is uninformative due to varying clothing and background colors. In order to decrease the influence of small spatial shifts in the detection window, a local average of the first order partial derivatives in each direction by convolving their responses with a 2D averaging filter is performed. For each image $I(x)$ in the training set the following operation is performed:

$$GI_d(x) = |I(x) * G_d| * B$$  \hspace{1cm} (2.1)

where $*$ denotes the convolution, $G_d$ is the derivative kernel ($[-1, 0, 1]$ or $[-1, 0, 1]^T$) used for obtaining the derivatives in direction $d \in D$, $B$ is a 2D averaging filter and $GI_d$ is the result image that captures the amount of first order partial derivative information at every pixel location, in direction $d$. The set $D = \{0^\circ, 45^\circ, 90^\circ, 135^\circ\}$ represents the directions in which the partial derivatives have been computed. Figure 2.1 shows the resulting features for the four directions. Each feature is characterized by direction, absolute value of the first order partial difference and position in the image. We divide each image $GI_d$ into several blocks of different dimensions. The features in each block are normalized. For each block we perform a correlation feature selection (CFS) algorithm. The selected features from all the blocks form a vector of descriptors that represent the input to a classification algorithm.
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2.2 Histogram of Oriented Gradients

History and usage of HOG features

HOG features have become extremely popular in pedestrian and object detection in general since their introduction in 2005. The HOG features are employed by [116], [114], [99], [26], [117], [98], [52], [22], [11], [4], [115], [56], [118].

Several variations and improvements of the HOG feature model have been proposed. For example [8] propose a PCA algorithm to reduce the number of features per cell (will be referred as FHOG), [98] describe a co-occurrence semantic HOG, [74] analyze the influence on accuracy of different ways of computing the histograms in the HOG blocks. FHOG are used by all papers that refer to the deformable part model like [24], [77], [64].

LiteHog designed to make use of the spare computational resources and LiteHog+ which is more balanced in terms of memory and processor bandwidth are proposed by [119].

Another extension of HOG based on Comparison of Granules (HOG-CoG) is proposed by [120] and extended in the form of histograms of oriented gradient of granules (HOGG) by [121]. Instead of collecting gradient information at each pixel, the histograms of gradients in small regions are computed. HOGG with different granularity can describe the contour while ignoring the noisy edges. They prove that with the help of the integral image technique, the evaluation of HOGG can be efficient.

A data driven feature transformation that improves the performance of gradient histogram based features is proposed by [122]. They replace the gradient orientations with general filters that preserve the unit norm and 0-mean properties. A modified spherical k-means algorithm that uses sample medoids is employed for defining a vocabulary of image patches that are used for constructing the block descriptors.

Feature Interaction Descriptor (FIND) is employed by [68]. It is based on HOG features and it is computed in two phases: (1) constructing the localized oriented gradients histogram and calculating the interaction of adjacent histogram bins using a histogram-similarity function.
Irregular HOG patterns are learned in a discriminative fashion in the work of [123].

The opponent colors (OPP) space is exploited by [124] and [108] as a biologically inspired alternative for human detection. They feed the OPP space in the baseline framework of [116] and obtain better detection performance than by using RGB space.

HOG is improved by the usage of a segmentation based weighting scheme instead of gradient magnitude based weighting in the work of [125]. The gradient at a certain pixel location only encodes differences between adjacent pixels in intensity or color, while [125] incorporate in the HOG descriptor differences based on a wider spatial support. The differences are provided as weights resulting from a mean-shift segmentation algorithm applied to the CIE Luv color space.

The process of constructing the histograms of oriented gradients comprises the following steps:

- Gradient computation.
- Spatial/orientation binning.
- Normalization and descriptor blocks.

Each step will be described in detail in the next paragraphs.

**Gradient computation**

For each point of an image $I$ the gradient magnitude, $M$ and orientation $\theta$ are computed as follows:

\[
GI_x = (I * B) * G_x
\]  
\[
GI_y = (I * B) * G_y
\]  
\[
M = \sqrt{(GI_x)^2 + (GI_y)^2}
\]  
\[
\theta = \arctan \frac{GI_y}{GI_x}
\]

where $B$ is a Gaussian smoothing kernel, $G_x = [-1, 0, 1]^T$, $G_y = [-1, 0, 1]$.

**Spatial/orientation binning**

In the next step each pixel provides a weighted vote for an edge orientation histogram channel based on the orientation of the gradient element centered on it, and the votes are accumulated into orientation bins over local spatial regions that are called cells as shown in2.2. Rectangular cells were considered. The orientation bins are evenly spaced over $0^\circ$ – $360^\circ$ (“signed” gradient).

To reduce aliasing, votes are interpolated bi-linearly between the neighboring bin centers in both orientation and position. The vote is a function of the gradient magnitude at the pixel.
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Figure 2.2: a) Original Image; b) Gradient magnitude and cell division; c) Histogram of Oriented Gradients computed on each cell; d) Cell grouping into blocks within which normalization is made.

Normalization and descriptor blocks

Gradient strengths vary over a wide range owing to local variations in illumination and foreground-background contrast, so effective local contrast normalization turns out to be essential for good performance. The normalization scheme groups the cells into larger spatial blocks and contrast normalizes each block separately. The final feature descriptor is the vector of all components of the normalized cell responses from all of the blocks in the image. The blocks are overlapped, so that each scalar cell response contributes to several components of the final descriptor vector, each normalized with respect to a different block. This may seem redundant but good normalization is critical and including overlap significantly improves the performance.

Normalization scheme

As it turns out from the work of [116], effective local contrast normalization is essential for a good performance of pedestrian detectors based on gradient attributes. For both feature types $L_2$-norm normalization algorithm applied on image blocks is used. Suppose that within a block there is a vector of $k$ features denoted by $f_d$. The value of a feature $f_d(i)$ can either be the magnitude of the first order partial derivatives computed in four directions or a histogram.
value (for HOG attributes). The normalization equation is:

\[ f_d(i) = \frac{f_d(i)}{\sqrt{\sum_{i=1}^{k} (f_d(i))^2 + \epsilon}} \]  

(2.6)

where \( \epsilon \) is a small constant.

### 2.3 Haar Filters

The used Haar filters are reminiscent of Haar basis functions which have been used by [153] and [154]. They operate on gray level images and their value is represented by the difference of sums computed over rectangular regions. The regions have the same size and shape and are horizontally or vertically adjacent. The three kinds of features proposed by [154]: two-rectangular, three rectangular and four-rectangular features and a nine rectangular feature, as shown in Figure 2.3 have been explored. The value of a two-rectangular feature is the difference between the sums of the pixels within two rectangular regions. The regions have the same size and shape and are horizontally or vertically adjacent. A three-rectangular feature computes the sum within two outside rectangles subtracted from the sum in center rectangle. A four-rectangular feature computes the difference between diagonal pairs of rectangles. Two other types of features can easily be generated by rotating the first two types by 90°. A nine-rectangular feature is computed in a rectangular region divided into nine equal blocks. The value is given by the difference between the sum of the pixels in the middle rectangle and the sum of the pixels in the other eight rectangles.

![Figure 2.3: Haar features](image)

**Integral Image**

Rectangle features can be computed very rapidly using an intermediate representation for the image called the integral image[154]. The integral image at location \( x, y \) contains the sum of the pixels above and to the left of \( x, y \), inclusive:

\[ ii(x, y) = \sum_{x \leq x', y \leq y'} i(x', y') \]  

(2.7)

where \( ii(x, y) \) is the integral image and \( i(x, y) \) is the original image. The integral image can be computed in one pass using the following pair of recurrences:

\[ s(x, y) = s(x, y - 1) + i(x, y) \]  

(2.8)
\[ ii(x, y) = ii(x - 1, y) + s(x, y) \]  

where \( s(x, y) \) is the cumulative row sum, \( s(x, -1) = 0 \) and \( ii(-1, y) = 0 \).

![Figure 2.4: Integral Image representation](image)

As shown in Figure 2.4 the sum of the pixels within rectangle \( D \) can be computed with four array references. The value of the integral image at location L1 is the sum of the pixels in rectangle A. The value at location L2 is \( A + B \), at location L3 is \( A + C \), and at location L4 is \( A + B + C + D \). The sum within \( D \) can be computed as \( L4 + L1 - (L2 + L3) \). Hence, using the integral image, any rectangular sum can be computed in four array references. Clearly, the difference between two rectangular sums can be computed in eight references. Since the two-rectangle features defined above involve adjacent rectangular sums they can be computed in six array references, eight in the case of the three-rectangle features, nine for four-rectangle features and five for the nine-rectangle features.

### 2.4 Local Binary Patterns

Local Binary Patterns (LBP) have been introduced by [155]. Originally they have been used for texture recognition and more recent approaches included them in the field of pedestrian detection. The LBP local histogram was used for face detection by [156] and this idea was extended to work with pedestrian detection.

LBP is used by [157] for detecting pedestrians at night or in a dark environment setting that needs to overcome problems of low contrast, image blur and noise. They propose three types of LBP based features: weighted LBP, Multi-resolution LBP, and Multi-scale LBP. Their experimental results show that the proposed method improves upon the basic LBP significantly and outperforms benchmarks such as histogram of oriented gradients and co-occurrence histograms of gradient orientations (CoHOG).

Another LBP-based feature, termed pyramid center-symmetric local binary/ternary patterns (pyramid CS-LBP/LTP), for pedestrian detection is introduced by [158]. The proposed CS-LBP captures the gradient information, it is easy to implement and computationally efficient, which is desirable for real-time applications.

For each point of an image \( I \) the LBP operator generates a binary code considering a threshold-ed difference of intensity values between the pixel and some points in its local
neighborhood. The threshold value is zero. The value of the LBP code for a pixel \((x_c; y_c)\) is given by:

\[
LBP_{P,R} = \sum_{p=0}^{P-1} s(g_p - g_c) \times 2^p
\]  

(2.10)

where \(P\) is the number of neighbors to be analyzed on a circle of radius \(R\) centered at \(x_c, y_c\); \(s(x) = 0\) if \(x \geq 0\) and \(s(x) = 1\) otherwise; \(g_p\) is the intensity of neighbor \(p\) and \(g_c\) is the intensity of the current (center) pixel. The number of features extracted by the LBP operator can be reduced by using the so called uniform patterns [159]. These patterns are used to reduce the length of the feature vector and also implement a simple rotation-invariant descriptor. A local binary pattern is called uniform if the binary pattern contains at most two bit-wise transitions from 0 to 1 or vice versa when the bit pattern is traversed circularly [160]. In the computation of the LBP labels, uniform patterns are used so that there is a separate label for each uniform pattern and all the non-uniform patterns are labeled with a single label. For example if a neighborhood of 8 pixels on a circle of radius 1 is used the total number of patterns is 256 and for them 59 different labels are obtained out of which 58 are uniform and the last is used for the non-uniform patterns.

### 2.5 Anisotropic Gaussians

Anisotropic Gaussian features were introduced by [161]. They are constructed from base functions of an over complete basis. The expansion of any image in the base is not unique. The generative function \(\phi(x, y) : \mathbb{R}^2 \rightarrow \mathbb{R}\) is described by the equation \(\phi(x, y) = x e^{-(|x|+y^2)}\). It is made of a combination of a Gaussian and its first derivative. This presents the ability of approximating efficiently contour singularities with a smooth low resolution function in the direction of the contour and it approximates the edge transition in the orthogonal direction.

Figure 2.5 shows some Anisotropic Gaussian kernels with different scaling, bending, rotating and translating parameters. Figure 2.6 displays some features computed on a pedestrian image.

![Figure 2.5: Examples of Anisotropic Gaussian kernels](image)

Different transformations can be applied to this generative function:

- Translation by \((x_0, y_0)\): \(T_{x_0,y_0} \phi(x, y) = \phi(x - x_0, y - y_0)\)
- Rotation by \(\theta\): \(R_\theta \phi(x, y) = \phi(x \cos \theta - y \sin \theta, x \sin \theta + y \cos \theta)\).
- Bending by \(r\):

\[
B_r \phi(x, y) = \begin{cases} 
\phi(r - \sqrt{(x - r)^2 + y^2}, r \arctan(\frac{y}{r-x})) & , \text{if } x < r \\
\phi(r - |y|, x - r + r \times \frac{\pi}{2}) & , \text{if } x \geq r 
\end{cases}
\]
Anisotropic scaling by \((s_x, s_y)\):
\[ S_{s_x,s_y} \phi(x,y) = \phi\left(\frac{x}{s_x}, \frac{y}{s_y}\right) \]

By combining these four basic transformations, a large collection \(D\) of \(\psi_{s_x,s_y,\theta,r,x_0,y_0}\) as defined by equations below is obtained:
\[ \psi_1(x,y) = \psi_{s_x,s_y,\theta,r,x_0,y_0}(x,y) = T_{x_0,y_0} R_{\theta} B_{r} S_{s_x,s_y} \phi(x,y) \]

The obtained anisotropic features were normalized and as their number was very large a random selection of 2640 features was applied. Parameters \(\theta_j\) and \(p_j\) are chosen using Bayes decision rule.

2.6 Gabor Wavelets

The Gabor's theory is based on the failure of Fourier transform. The Fourier transform is a linear combination of trigonometric functions, where the scalars or coefficients are given as inner products between the original signal and each trigonometric function. Each coefficient reveals how much energy the signal contains of that particular (corresponding) trigonometric function. A trigonometric function is the same as a particular frequency. Thus; a Fourier transform determines the frequency content of a signal. The Fourier transform has unique mapping of a time domain representation in frequency domain. This is called as one to one mapping. It is advantageous due to following points:

- Uniqueness.

- It is very much specific to period and scale.

- Fourier analysis is fast using Fast Fourier Transform (FFT).

- Relevant for quantification of stationary signals.

But it is has some disadvantages like:

- FFT requires the size of the image to be of the power of 2.
• Problem with boundary condition – in other words after segmentation region can be very well identified but boundary conditions are not defined.

• Time domain and frequency domain description of a signal are inversely related.

In 1946, Dennis Gabor [162], the inventor of the hologram, proposed the expansion of a wave in terms of Gaussian wave packets. An example of such a wave packet is a sine wave multiplied by a Gaussian function. If a signal is modulated (multiplied) by a Gaussian window of a certain width and central time, then a Fourier expansion of the modulated signal gives a measure of the local spectrum. Clearly such a spectrum is not unique since the width of the Gaussian is arbitrary; but nevertheless, such local spectra are extremely useful. If a collection of local spectra is computed for a suite of window positions, the result is a time-frequency decomposition called a Gabor transform. Furthermore, if the signal can be reconstructed from this decomposition, then a non-stationary filter can be achieved by modifying the decomposition before reconstruction. Gabor observed that there should be a presentation or representation which is local both in time and frequency domain and such a local time and frequency representation should be discrete so that it is better adapted to various applications. Gabor proposed to expand a function into a series of elementary functions, which are constructed from a single building block by translation and modulation.

The two-dimensional Gabor functions that we have used were introduced by [163]. A two-dimensional Gabor function consists of a sinusoidal plane wave of some frequency and orientation, modulated by a two-dimensional Gaussian. The Gabor filter in the spatial domain is given by:

$$g_{\lambda, \theta, \sigma, \gamma}(x, y) = \exp \left( -\frac{x'^2 + \gamma^2 + y'^2}{2\sigma^2} \right) (\cos 2\pi \frac{x'}{\lambda} + \psi)$$

where:

- $$x' = x \cos(\theta) + y \sin(\theta)$$
- $$y' = y \cos(\theta) - x \sin(\theta)$$

The terms in equation 2.11 are:

- $$\lambda$$ – wavelength of the cosine factor
- $$\theta$$ – orientation of the normal to the parallel stripes of a Gabor function in degrees
- $$\psi$$ – phase offset in degrees
- $$\gamma$$ – spatial aspect ratio (spatial width) and specifies the elliptically of the support of the Gabor function and
- $$\sigma$$ – standard deviation of the Gaussian and determines the (linear) size of the receptive field.

The parameter $$\lambda$$ is the wavelength and $$f = 1/\lambda$$ is the spatial frequency of the cosine factor. The ratio $$\sigma/\lambda$$ determines the spatial frequency bandwidth of simple cells and thus the number of parallel excitatory and inhibitory stripe zones which can be observed in their receptive fields.

Figure 2.7 depicts some examples of Gabor filters with different combinations of spatial width, frequency and orientation.
2.7 Mixture of Features

This category comprises approaches that use several visual features for the pedestrian detection task. These features can be computed on a single modality – for example the grayscale image or on multiple modalities like the grayscale image, density image, optical flow image or on multiple channels like RGB, LUV.

Multi-cue features

A combination of two or more features is employed by several authors. For example [117] introduce the self-similarity features on color channels and combine them with HOG features and motion features derived from optical flow.

HOG features and Local Binary Patterns (LBP) are computed for several cues (intensity, optical flow, depth) in the work of [23]. Different combinations of HOG with Local Oriented Pattern (LOP), Color Self-Similarity (CSS), and Texture Self-Similarity (TSS) fed to a Support Vector Machine are exploited by [129]. Shape and texture features are combined in the work of [51], [23], [130]. The shape-based detection involves a coarse-to-fine matching of an exemplar-based shape hierarchy to the image data. The texture representation is given by local adaptive receptive field features or HOG features. Haar wavelets and edge orientation histograms are employed by [131], [132]. HOG and LBP are combined in the work of [133], [134].

Channel features

The idea beyond channel features is derived from integral images and it strives to generate and compute features efficiently using integral images over multiple registered image channels. Integral Channel Features (ICF) [15] represent simple rectangular features that perform a sum operation over a given image region. For the particular task of pedestrian detection [15] show that good results are obtained when using 6 quantized orientations, 1 gradient magnitude and 3 LUV color channels. Integral channel features are also used by [30], [135],
Sketch tokens computed on integral channel features are employed by [136] for improving pedestrian detection. Sketch tokens are mid-level features that capture local edge structure. Their appearance ranges from straight lines and junctions to curves and sets of parallel lines. Clustering is used to form sketch token classes and a random forest classifier is employed for efficient detection of sketch tokens in novel images.

Aggregated Channel Features (ACF) introduced by [86] and available in the framework of [87] are based on integral channel features. The idea of ACF is that given an input image $I$, several channels $C = \Omega(I)$ are computed, then every block of $4 \times 4$ pixels in $C$ are summed and the resulting lower resolution channels are smoothed.

Channel features are also used by [76] and are applied directly on the scan windows that remain after a pruning process. The first three channels are obtained by resizing the bounding box centered on the pedestrian with three different scales and the Y-channels from the YUV color spaces are extracted. The next three channels are Sobel edge maps of the three Y-channels. Hence [76] learn features with multiple scales and boundary cues that are given by Gabor filters.

Integral World Channels and Boosting are used for detecting pedestrians in the work of [137]. They build the integral world channels using HOG, LBP and LUV features. A visual codebook is build on top of these features. The pedestrians are detected by scanning the fixed size image with sliding windows at different scales and using the same classifier because different code words would be activated for near and far pedestrians.

**Multi-modal multi-channel Haar like features**

These features are Haar like templates applied on several channels like LUV, gradient magnitude, histogram of oriented gradients proposed by [16]. Haar templates are generated by sliding rectangular windows of pre-defined sizes over a pre-defined pedestrian shape model. The template can be binary – traditional Haar features with weights +1 and -1 and ternary (shown as white, black, and red areas) which are given the weights of +1, -1, and 0, respectively.

**Multi-channel Local Binary Patterns**

Local Binary Patterns are computed by [21] on each component of the YCbCr space and on the low pass and high pass images of the Y channel. Several quantization schemes are
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Binary Visual Elements

By means of random projections and adaptive thresholding [138] transform histogram based image representations like HOG, LBP and BOW into binary item transactions. Then using data mining algorithms like Jumping Emerging Patterns they build histograms of pattern sets that are used for the classification task.

Context Cues

The context is a high level information that can be added to the detection framework. Context has been explored at level feature or at pattern classification level.

For context features we should mention the work of [17] that combine the local scan windows with neighborhood windows in order to construct a multi-scale image context descriptor. They use multi-scale HOG features and local difference patterns (LDP) for constructing the feature vector. These features are iteratively learned by ContextBoost method (see section ??). we develop an iterative classification algorithm called contextual boost. At each iteration, the classifier responses from the previous iteration across the neighborhood and multiple image scales, called classification context, are incorporated as additional features to learn a new classifier.
Correlation-based feature selection

The purpose of correlation-based feature selection (CFS) scheme is to eliminate redundant attributes as well as irrelevant ones. As presented by [164] and [165], CFS tries to select good feature subsets that contain attributes highly correlated with the class, yet uncorrelated with each other. The correlation between two attributes $A$ and $B$ can be measured using the symmetric uncertainty [165]:

$$U(A, B) = 2 \times \frac{H(A) + H(B) - H(A, B)}{H(A) + H(B)} \quad (2.12)$$

where $H$ is the entropy function:

$$H(p_1, p_2, \ldots, p_n) = -p_1 \log p_1 - p_2 \log p_2 \ldots p_n \log p_n \quad (2.13)$$

The symmetric uncertainty always lies between 0 and 1. Correlation-based feature selection determines the goodness of a set of attributes using:

$$\frac{\sum_j U(A_j, C)}{\sqrt{\sum_i \sum_j U(A_i, A_j)}} \quad (2.14)$$

where $C$ is the class attribute and the indexes $i$ and $j$ range over all attributes in the set.

Attribute selection is normally done by searching the space of attribute subsets and evaluating each set. Search can be performed exhaustively, using a simple genetic algorithm, randomly, or by greedy hill-climbing with or without backtracking. In our experiments we have used the CFS implementation provided by [166].
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Machine Learning Algorithms for Pedestrian Detection

This section performs an overview of the machine learning algorithms that are frequently used for the particular task of pedestrian detection, namely Bayesian Networks, AdaBoost, Multi-layer perceptron and Support vector machines.

These methods operate on a set of feature vectors and walk through a large area of machine learning techniques. The choice of a particular learning strategy has a great influence on the overall speed and accuracy of the pedestrian detection method. For example non-linear classifiers such as Radian Basis Function for Support Vector Machines have a good accuracy but are slow. On the other hand linear classifiers such as linear SVMs, Random/Hough Forests and different variants of Boosting are used. Other approaches perform probabilistic reasoning or try to linearly approximate nonlinear kernels.

3.1 Bayesian Networks

In the methods we propose we have used a Bayesian network learning scheme. Bayesian networks or belief networks have been used successfully for pedestrian classification in [167], [168].

Belief networks [169] are used to model the statistical dependencies among the component features. They take the topological form of a directed acyclic graph where each link is directional and there are no loops. They allow efficient and effective representation of the joint probability distribution over a set of random variables. In our solutions each node or unit represents a visual feature. For a given instance, the probability of each class value can be predicted using conditional probability tables that are given by the relative frequencies of the associated combinations of attribute values in the training data.

In order to build a learning algorithm for Bayesian networks two components must be defined: a function for evaluating a given network based on the data and a method for searching through the space of possible networks [165]. The quality of a given network is measured by the probability of the data given the network. The probability that the network accords to each instance is computed by adding the logarithms of the probabilities over all instances.
In some configurations the nodes in the network are predetermined, one for each attribute including the class. So, our Bayesian network $U$ is a pair $B = (G, \Theta)$, where $G$ is a directed acyclic graph whose vertexes correspond to attributes in the training set, and whose edges represent direct dependencies between attributes. We model the set of attributes by the random variables $A_1, \ldots, A_n$. The graph $G$ encodes independence assumptions: each variable $A_i$ is independent of its non-descendants given its parents in $G$. $\Theta$ represents the set of parameters that quantifies the network. It contains a parameter $\theta_{a_i|\Pi A_i} = P_B(a_i|\Pi A_i)$ for each possible value $a_i$ of $A_i$, and $\Pi A_i$ of $\Pi A_i$, where $\Pi A_i$ denotes the set of parents of $A_i$ in $G$. The Bayesian network $B$ defines a unique joint probability distribution over $U$ given by:

$$P_B(A_1, \ldots, A_n) = \prod_{i=1}^n P_B(A_i|\Pi A_i) = \prod_{i=1}^n \theta_{A_i|\Pi A_i}$$

(3.1)

So, being given a set of attributes $a_1, \ldots, a_n$ and an attribute describing the class, $c$, the classifier based on $B$ returns the label $c$ that maximizes the posterior probability $P_B(c|a_1, \ldots, a_n)$.

### 3.2 Boosting

Boosting [170] is based on the observation that finding many rough rules of thumb can be a lot easier than finding a single, highly accurate prediction rule. In order to apply the boosting approach, one should start with a method or algorithm for finding the rough rules of thumb. The boosting algorithm calls this “weak” or “base” learning algorithm repeatedly, each time feeding it a different subset of the training examples or, to be more precise, a different distribution or weighting over the training examples. Each time it is called, the base learning algorithm generates a new weak prediction rule, and after many rounds, the boosting algorithm must combine these weak rules into a single prediction rule that, hopefully, will be much more accurate than any one of the weak rules.

Adaptive Boosting was introduced as a practical algorithm of the boosting theory. I will exemplify it on a binary classification problem. The task of the binary classification is to find a rule, which, given a set of patterns, assigns an object to one of the two classes. Let $X$ be the input space which contains the objects and denote the set of possible classes by $Y$. In the binary classification case, $Y = \{-1, +1\}$. The task of learning can be summarized as follows: estimate a function $f : X \rightarrow Y$, using input, output training data pairs generated independently at random from an unknown probability distribution $P(x, y)$, $(x_1, y_1), \ldots, (x_n, y_n) \in \mathbb{R}^d \times \{-1, +1\}$ such that $f$ will correctly predict unseen examples $(x,y)$. The label assigned to an input $x$ is $y = f(x)$.

The performance of the classifier is assessed by:

$$L(f) = \int \lambda(f(x), y)dP(x, y)$$

(3.2)

where $\lambda$ is a chosen loss function. The risk $L(f)$ is often called the generalization error.

For binary classification, the loss function used is:

$$\lambda(f(x), y) = I(yf(x) \leq 0)$$

(3.3)
where \( I(E) = 1 \) if the event \( E \) occurs and 0 otherwise.

In other words:

\[
\lambda(f(x_i), y_i) = \begin{cases} 
1, & \text{if } x_i \text{ is misclassified} \\
0, & \text{otherwise} 
\end{cases} \tag{3.4}
\]

Since the probability distribution \( P(x, y) \) is unknown, this risk \( L(f) \) cannot be directly minimized. So we have to estimate a function as close as possible from \( f_{\text{optimal}} \) based on the available information, i.e. the training examples and the properties of the function class \( F \) from which \( f \) is chosen. One classical solution is to approximate the generalization error by the empirical risk defined as follows:

\[
\hat{L}(f) = \frac{1}{N} \sum_{n=1}^{N} \lambda(f(x_n), y_n) \tag{3.5}
\]

This is the case if the examples are uniformly distributed. If the training set is large enough, we expect that:

\[
\lim_{N \to \infty} \hat{L}(f) = L(f) \tag{3.6}
\]

However, one stronger condition is required to validate formula 3.6: the risk error \( \hat{L}(f) \) has to converge uniformly over the class of functions \( F \) to \( L(f) \).

While this condition is possible for large size training sets, for small samples size large deviations are possible and over-fitting might occur. If it is the case, the generalization cannot be obtained by minimizing the training error \( \hat{L}(f) \).

**The AdaBoost algorithm** Let \( h_1, h_2, \ldots, h_T \) be a set of simple hypothesis and consider the composite ensemble of hypothesis:

\[
f(x) = \sum_{t=1}^{T} \alpha_t h_t(x) \tag{3.7}
\]

There are many approaches for selecting the coefficients \( \alpha_t \) and the base hypothesis \( h_t \) in equation 3.7. We will present next the Adaptive Boosting algorithm.

It is called Adaptive in the sense that examples that are misclassified get higher weights in the next iteration, for instance the examples near the decision boundary are harder to classify and therefore get high weights in the input set after the first iterations.

1. **Input**: \( S = (x_1, y_1), \ldots, (x_N, y_N) \), Number of iterations \( T \)
2. **Initialize**: \( d_n^{(1)} = \frac{1}{N} \) for all \( n = 1, \ldots, N \)
3. for \( t = 1, \ldots, T \) do
   
   (a) Train classifier with respect to the weighted sample set \( S, d^{(t)} \) and obtain hypothesis \( h_t : x \to \{-1, +1\} \), i.e. \( h_t = L(S, d^{(t)}) \)
   
   (b) Calculate the weighted training error \( e_t \) of \( h_t \):

   \[
e_t = \sum_{n=1}^{N} d_n^{(t)} I(y_m \neq h_t(x_n)) \tag{3.8}
\]
(c) Set:

\[ \alpha_t = \frac{1}{2} \log \frac{1 - e_t}{e_t} \]  

(3.9)

(d) Update the weights:

\[ d_{n}^{(t+1)} = \frac{d_{n}^{(t)} e^{-\alpha_t y_n h_t(x_n)}}{Z_t} \]  

(3.10)

where \( Z_t \) is a normalization constant such that \( \sum_{n=1}^{N} d_{n}^{(t+1)} = 1 \)

4. **Break if**: \( e_t = 0 \) or \( e_t \leq \frac{1}{2} \) and set \( T = t - 1 \)

5. **Output**: \( f_T(x) = \sum_{t=1}^{T} \frac{\alpha_t}{\sum_{t=1}^{T} \alpha_t} h_t(x) \)

where \( x \) is the pattern to be classified, \( y \) is its target label and \( f(x) \) is the decision function.

A weight \( d^{(t)} = (d_1^{(t)}, \ldots, d_N^{(t)}) \) is assigned to the data at step \( t \) and a weak learner \( h_t \) is constructed based on \( d^{(t)} \). This weight is updated at each iteration. The weight is increased for the examples which have been misclassified in the last iteration.

The weights are initialized uniformly: \( d_{n}^{(1)} = 1/N \).

To estimate if an example is correctly or badly classified, the weak learner produces a weighted empirical error defined by:

\[ \epsilon_t(h_t, d^{(t)}) = \sum_{n=1}^{N} d_{n}^{(t)} I(y_n \neq h_t(x_n)) \]  

(3.11)

Once the algorithm has selected the best hypothesis \( h_t \), its weight \( \alpha_t = \frac{1}{2} \log \frac{1 - e_t}{e_t} \) is computed such that it minimizes a loss function. One of the possible loss function considered in AdaBoost is:

\[ G^{AB}(\alpha) = \sum_{n=1}^{N} e^{-y_n(\alpha h_t(x_n) + f_{t-1}(x_n))} \]  

(3.12)

where \( f_{t-1} \) is the combined hypothesis of the previous iteration given by:

\[ f_{t-1}(x_n) = \sum_{r=1}^{t-1} \alpha_r h_r(x_n) \]  

(3.13)

The iteration loop is stopped if the empirical error \( \epsilon_t \) equals 0 or \( \epsilon_t \geq \frac{1}{2} \). If \( \epsilon_t = 0 \), the classification is optimal at this stage and so it is not necessary to add other classifiers. If \( \epsilon_t \geq \frac{1}{2} \), the classifiers do not respect the weak condition anymore. They are not better than random selection so AdaBoost cannot be efficient.

Finally, all the weak hypotheses selected at each stage \( h_t \) are linearly combined as follows:

\[ f_T(x) = \sum_{t=1}^{T} \frac{\alpha_t}{\sum_{r=1}^{T} \alpha_r} h_t(x) \]  

(3.14)

The final classification is a simple threshold which determines if an example \( x_i \) is classified as positive or negative.
Other similar algorithms such as LogitBoost or Arcing algorithms use different loss functions.

**Weak learners**

The adaptive boosting algorithm calls the “weak” or “base” learning algorithm repeatedly, each time feeding it a different subset of training examples (actually, a different distribution or weighting over the training samples). Each time it is called, the base learning algorithm generates a new weak prediction rule, and after many rounds the boosting algorithm must combine these weak rules into a single prediction rule, that hopefully, will be more accurate than any one of the weak rules.

For weak learners one can use:

- Bayes decision rule [171]
- Decision trees having a root node and two children and using as splitting criteria:
  - Miss-classification error;
  - Entropy;
  - Gini index;
- Other decision rules.

We have used the training data for building a decision tree with one level a root and two children as depicted in Figure 3.1.

![Figure 3.1: Decision tree with root and two children](image)

Much of the work in designing trees focuses on deciding which property test or query should be performed at each node. With non-numeric data, there is no geometrical interpretation of how the test at a node splits the data. However, for numerical data, there is a simple way to visualize the decision boundaries that are produced by decision trees. For example, suppose that the test at each node has the form “is $x_i \leq x_{is}$?”. This leads to hyperplane decision boundaries that are perpendicular to the coordinate axes.

The fundamental principle underlying tree creation is that of simplicity: we prefer decisions that lead to a simple, compact tree with few nodes. This is a version of Occam’s razor, that the simplest model that explains data is the one to be preferred [169]. To this
end, we seek a property test $T$ at each node $N$ that makes the purity data reaching the immediate descendant nodes as “pure” as possible. In formalizing this notion, it turns out to be more convenient to define the impurity, rather than the purity of a node. Several different mathematical measures of impurity have been proposed, all of which have basically the same behavior [169]. Let $i(N)$ denote the impurity of a node $N$. In all cases, we want $i(N)$ to be 0 if all of the patterns that reach the node bear the same category label, and to be large if the categories are equally represented.

The most popular measure is the entroy impurity (or occasionally information impurity):

$$i(N) = -\sum_j P(\omega_j) \log_2 P(\omega_j)$$  \hspace{1cm} (3.15)

where $P(\omega_j)$ is the fraction of patterns at node $N$ that are in category $\omega_j$. By the well-known properties of entropy, if all the patterns are of the same category, the impurity is 0; otherwise it is positive, with the greatest value occurring when the different classes are equally likely.

Another definition of impurity is particularly useful in the two-category case. Given the desire to have zero impurity when the node represents only patterns of a single category, the simplest polynomial form is:

$$i(N) = P(\omega_1)P(\omega_2)$$  \hspace{1cm} (3.16)

This can be interpreted as a variance impurity since under reasonable assumptions it is related to the variance of a distribution associated with the two categories. A generalization of the variance impurity, applicable to two or more categories, is the Gini impurity:

$$i(N) = \sum_{i \neq j} P(\omega_i)P(\omega_j) = 1 - \sum_j P^2(\omega_j)$$  \hspace{1cm} (3.17)

This is just the expected error rate at node $N$ if the category label is selected randomly from the class distribution present at $N$. This criterion is more strongly peaked at equal probabilities than is the entropy impurity (see Figure 3.2).

The miss-classification impurity can be written as:

$$i(N) = 1 - \max_j P(\omega_j)$$  \hspace{1cm} (3.18)

It measures the minimum probability that a training pattern would be misclassified at $N$. Of the impurity measures typically considered, this measure is the most strongly peaked at equal probabilities. It has a discontinuous derivative, though, and this can present problems when searching for an optimal decision over a continuous parameter space. Figure 3.2 shows these impurity functions for a two-category case, as a function of the probability of one of the categories.

Given a partial tree down to node $N$, what value $s$ should be chosen for the property test $T$? An obvious heuristic is to choose the test that decreases the impurity as much as possible. The drop in impurity is defined by:

$$\Delta i(N) = i(N) - P_L i(N_L) - (1 - P_L)i(N_R)$$  \hspace{1cm} (3.19)

where $N_L$ and $N_R$ are the left and right descendant nodes, $i(N_L)$ and $i(N_R)$ their impurities, and $P_L$ is the fraction of patterns at node $N$ that will go to $N_L$ when property test $T$ is
used. Then the “best” test value $s$ is the choice for $T$ that maximizes $\Delta i(T)$. If the entropy impurity is used, then the impurity reduction corresponds to an information gain provided by the query. Since each query in a binary tree is a single “yes/no” one, the reduction in entropy impurity due to a split at a node cannot be greater than one bit.

For each weak classifier, the values are sorted. The optimal threshold with respect to the weighted error can be computed in a single pass over this sorted list. For each possible threshold, four sums are evaluated:

- Total sum of positive image weights $T^+$;
- Total sum of negative image weights $T^-$;
- Sum of positive weights below the current threshold $S^+$;
- Sum of negative weights below the current threshold $S^-$;

The weighted error for a threshold is:

$$e = \min (S^+ + (T^- - S^-), S^- + (T^+ - S^+))$$  \hfill (3.20)

or the minimum of the error of labeling all images with a feature value below the current threshold negative and labeling the images with a feature value above positive (parity, $p_j$ equals to -1 in the expression of the weak classifier) versus the error of the converse (parity $p_j$ equals +1 in the expression of the weak classifier). The error of the weak learner is computed by summing the weights of the images (positive and negative) which are incorrectly classified by it.
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3.3 Multiple Layer Perceptron

Multiple layer perceptron (MLP) also known as feed forward neural networks represents a series of logistic regression models stacked on top of each other, with the final layer being either another logistic regression or a linear regression model, depending on whether we are solving a classification or regression problem [172].

Multilayer perceptrons consist of several layers of units (perceptrons) that are connected and each connection has a weight. The first layer is connected to the input representing the attributes in the data. Next it has the hidden layer that has no direct connection to the environment and performs the actual processing. A multilayer perceptron has the same expressive power as, say, a decision tree. Two aspects are considered when dealing with multiple layer perceptrons: learning the structure of the network and learning the connection weights. Back-propagation can be used in order to determine the weights given a fixed network structure. Often a single hidden layer is all that is necessary, and an appropriate number of units for that layer is determined by maximizing the estimated accuracy.

Mathematically speaking, if the MLP has two layers and a regression problem is considered the model has the form [172]:

\[ p(y|x, \theta) = \mathcal{N}(y|w^Tz(x), \sigma^2) \]  
\[ z(x) = g(Vx) = [g(v_1^T x), \ldots, g(v_H^T x)] \]

“where \( g \) is a non-linear activation or transfer function (commonly the logistic function), \( z(x) = \Phi(x, V) \) is called the hidden layer (a deterministic function of the input), \( H \) is the number of hidden units, \( V \) is the weight matrix from the inputs to the hidden nodes, and \( w \) is the weight vector from the hidden nodes to the output. It is important that \( g \) be nonlinear, otherwise the whole model collapses into a large linear regression model of the form \( y = w^T(Vx) \). One can show that an MLP is a universal approximator, meaning it can model any suitably smooth function, given enough hidden units, to any desired level of accuracy.

To handle binary classification, the output is passed through a sigmoid, as in a GLM:

\[ p(y|x, \theta) = \text{Ber}(y|\text{sigm}(w^T z(x))) \]

3.4 Support Vector Machine

Support vector machines use linear models to derive nonlinear class boundaries. They work by transforming the input space into a new space. With a nonlinear mapping, a straight line in the new space does not look straight in the original instance space. A linear model constructed in the new space can represent a nonlinear decision boundary in the original space. New examples are then mapped into that same space and predicted to belong to a category based on which side of the gap they fall on.

In our experiments we use the implementation of SVM provided by [166] that implements the sequential minimal optimization (SMO) algorithm for training a support vector classifier, using polynomial or Gaussian kernels.

Sequential minimal optimization is an algorithm for solving the quadratic programming problem that arises during the training of support vector machines.
3.5 Aggregated Channel Features

Recently [86] proposed a model for multiple resolution image feature approximation instead of actual feature computation. The model can be applied to a generic object detector and it was applied to the pedestrian detection task in the Aggregated Channel Features (ACF) framework [86], [87].

The idea of ACF is that the computational bottleneck of many pedestrian detectors raised by feature computation at every scale over a finely sampled image pyramid can be removed by feature approximation via extrapolation from nearby scales. For a broad family of features this process does not reduce the performance of the detection. [86] find that features computed at octave-spaced scale intervals are sufficient to approximate features on a finely-sampled pyramid. Extrapolation is inexpensive as compared to direct feature computation. As a result, the proposed approximation yields considerable speedups with negligible loss in detection accuracy.

A feature pyramid represents a multiple scale representation of an image $I$. For each scale $s$ channels $C_s = \Omega(I_s)$ are computed. These channels can be gradients, histograms and other textural features. The basic steps of the ACF method are:

- Given an input image $I$, compute several channels $C = \Omega(I)$, sum every block of $4 \times 4$ pixels in $C$, and smooth the resulting lower resolution channels.

- Instead of computing the features for each scale the ACF method computes $I_s$ and $C_s = \Omega(I_s)$ for only a sparse set of $s$ (once per octave).

- At intermediate scales $C_s$ is computed by approximation.

- Scan the pyramid with a sliding window of dimension $32 \times 64$.

The important definitions described in detail by [86] for feature approximation are:

- $\Omega$ any low-level shift invariant function that takes an image $I$ and creates a new channel image $C = \Omega(I)$

- $C$ is a per-pixel feature map such that output pixels in $C$ are computed from corresponding patches of input pixels in $I$ (thus preserving overall image layout).

- $C$ may be down-sampled relative to $I$ and may contain multiple layers $k$.

- Define a feature $f_\Omega(I) = \sum_{ijk} w_{ijk} C(i, j, k)$
  - This forms includes gradient histograms, linear filters, color statistics etc.

- Given two scales $s_1, s_2$ Dollar. et. al. show that:
  - $f_\Omega(I_{s_1})/f_\Omega(I_{s_2}) = (s_1/s_2)^{-\lambda_\Omega} + \epsilon$
  - $\lambda_\Omega$ is determined empirically
  - $\epsilon$ – deviation from the power law for a given image
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The method uses 27 scales. The four mentioned features are computed for the predefined scales equal to 1, 0.5, 0.25, 0.125, while the values of the features for 7 intermediate scales are approximated from neighboring scales. Exact feature scaling computation and approximation methodology is detailed in [86].

3.6 Random Forests

A random forest is composed of binary decision trees [143]. The training of a random forest consists in assigning each leaf node in each tree a binary test that is applicable to any data sample. Depending on the result of the test a sample can follow the path of one of the two children of a given non-leaf node. The training involves tree construction and also the assignment to each leaf node the class distribution. In order to classify a test sample its features are passed down all the trees of the forest and the classification score is computed by averaging the distributions recorded at the reached leaf nodes.

Contextual information is integrated in random forests and applied for the task of semantic labeling and pedestrian detection by [144]. They augment the random forest structure with label information and provide a novel split function evaluation criterion that makes use of the joint distribution observed in the structured label space.

3.7 Hough Forests

The Hough forests are in many aspects similar to random forests but as described by [19] they have some specific properties. As stated by [19] the set of leaf nodes of each tree in a Hough forest is a discriminative codebook. Each leaf node makes a probabilistic decision on a patch and tells if it corresponds to a part of the object or to the background. Also, a leaf node provides a vote about the centroid position of the whole object with respect to the patch center. The trees in a Hough forest are built such that the leaves produce probabilistic votes with small uncertainty. Each tree is constructed considering a collection of patches from the training samples. The method is supervised in the sense that at the construction of the forest it has to be known whether a patch comes from a background or an object, in the latter case, which part of the object does it come from.

In the generalized Hough transform the detections of individual object parts cast probabilistic votes for possible locations of the centroid of the whole object. The final detection hypotheses correspond to the maxima of the Hough image that accumulates the votes from all parts.

[19] demonstrate that Hough forests improve the results of the Hough-transform object detection. A sample detection is shown in Figure 3.3. Using random forests [19] learn a direct mapping between the appearance of an image patch and its Hough vote. For detecting pedestrians the learned model is applied to the patches in the test image and the resulting votes are accumulated in the Hough image where the maxima are found.

The Hough-transform is also used by [46] that learn the class specific implicit shape model (ISM) that represents a codebook of interest point descriptors.

Two improvements on the Hough Forest object detection framework are proposed by [42]: they infer precise probabilistic segmentations for the object hypotheses and use those
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Figure 3.3: The Hough transform used for pedestrian detection by the work of [19]

segmentations for improving the final hypothesis selection. They also develop an efficient cascaded voting scheme that significantly reduces the effort of the Hough voting stage without loss in accuracy.

A probabilistic framework related to Hough transform is proposed by [20] and extended by [66]. They formulate the object detection task as a problem of finding the finite subset of the Hough space that corresponds to objects that are present in the image. For the pedestrian detection task the votes are obtained in a probabilistic manner using Hough forests. Figure

Figure 3.4: Pedestrian detection with Hough forests used by [20]

3.8 Neural Networks

A multiple layer neural network trained using adaptive local receptive field features (of $5 \times 5$ features) is used by [99], [51]. A deep learning model computed on the deformable part pedestrian detector is employed by [106]. In their model each hidden variable of the network represents the visibility of a part. The object detection problem in general is regarded as a multi-layered model by [65]: with segmentation as first layer and a segment classification as second layer. They provide bounding boxes as object candidates using a single Deep Neural Network. Each bounding box has an associated confidence score that represents how likely
is the box to contain an interest object. This is the localization network. Then a classifier
network (also a Deep Neural Network) returns the final classification score.

A Convolutional neural network model is employed by [146]. Their model uses multi-
stage features, connections that skip layers in order to integrate global shape information
with local distinctive motif information and an unsupervised method based on convolutional
sparse coding to pre-train the filters at each stage.

A Switch Deep Network (SDN) is proposed by [76]. The SDN automatically learns hi-
erarchical feature representations that correspond to body parts and the whole body. The
SDN is composed of a convolutional layer that is initialized (or pre-trained) using a set of
Gabor filters. It learns to extract low- and mid-level features. On the next level the SDN
comprises four switchable layers (modeled by a Switchable Restricted Boltzmann Machine –
SRBM) and they model high-level mixture representations and salience maps of the whole
body and of three body parts: head-shoulder, upper-body, and lower-body. The last layer
performs logistic regression and predicts labels.
Chapter 4

Collections of Annotated Image and Evaluation Metrics

4.1 Color Image Collections

A summary of available pedestrian datasets dealing with monocular intensity sequences for pedestrian detection is described in [33] and [39]. In order to assess the accuracy of the proposed algorithms we have used several benchmark pedestrian detection datasets.

Daimler

The Daimler Stereo Pedestrian Detection Benchmark Dataset \(^1\) introduced in [173] is an extension of the monocular dataset described in [33]. For our experiments we have used the monocular images. The annotations contain fully-visible pedestrians, pedestrian groups, partially occluded pedestrians, bicyclists and motorcyclists. The images are grayscale and have a size of 640 × 480 pixels. They provide a nice summary of the available pedestrian datasets recorded from a moving platform in an urban environment.

ETHZ

The ETHZ dataset \(^2\) is described in [174]. The annotations contain few very small pedestrians having the size smaller than 60 pixels. The dataset contains color images of dimension 640 × 480 pixels. We use the setup 1 (chariot Mk I) in our evaluations.

Caltech

The Caltech Pedestrian Dataset \(^3\) was introduced by [175]. It is a monocular color dataset and it is two orders of magnitude larger than existing datasets. The images have been recorded

\(^1\)http://www.gavrila.net/Datasets/Daimler_Pedestrian_Benchmark_D/Daimler_Stereo_Ped_Detection_/daimler_stereo_ped_detection_.html
\(^2\)http://www.vision.ee.ethz.ch/~aess/dataset/
\(^3\)http://www.vision.caltech.edu/Image_Datasets/CaltechPedestrians/
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from a moving vehicle and contain also low resolution images and frequently occluded people. The annotations refer to single pedestrians, occluded pedestrians and groups of pedestrians.

TUD-Brussels

The dataset was introduced by [114]. The data is divided in three sequences: (1) ‘tud-pedestrians’ that contains 250 images with 311 side-view fully visible pedestrians with significant variation in clothing and articulation; (2) ‘TUD Crossing Sequence’ that contains 201 images with 1008 annotated pedestrians. Most of the pedestrians are in side-view and many are partially occluded for the whole sequence. (3) ‘TUD Campus Sequence’ – contains 71 image with 303 annotated pedestrians. All pedestrians are in side-view and many are partially occluding each other.

NICTA

The dataset ⁴ has been introduced by [176] that analyze different characteristics of a a dataset such as image size, aspect ration, geometric variance and the relative scale of positive class instances within the training window. The goal is to determine what characteristics are desirable for a pedestrian dataset. The dataset contains positive and negative images at different resolutions (in our experiments we have used 16×40 and 64×80 image dimensions). The final dataset contains 25551 unique pedestrians, allowing for a dataset of over 50 000 images obtained using mirroring.

INRIA

Person Dataset ⁵ collected as part of research work on detection of upright people in images and video [116]. The authors of the database describe its content as follows: the database contains two sets of images:

1. positives: normalized positive training or test images centered on the person with their left-right reflections

2. negatives: containing original negative training or test images.

These two sets are further divided into training set containing images of dimension 96×160 pixels (a margin of 16 pixels around each side), and test set containing images of dimension 70×134 pixels (a margin of 3 pixels around each side). “This has been done to avoid boundary conditions (thus to avoid any particular bias in the classifier)”. It is suggested to use the centered 64×128 pixels window for the pedestrian detection task and this is the dimension we have used.

⁵http://pascal.inrialpes.fr/data/human/
MIT

The training database [177] of people was generated from color images and video sequences taken in Boston and Cambridge in a variety of seasons using several different digital cameras and video recorders. The data was initially used in [178]. The pose of the people in this dataset is limited to frontal and rear views.

Each image was extracted from raw data and was scaled to the size 64x128 and aligned so that the person’s body was in the center of the image; the height of these people is such that the distance from the shoulders to the feet is approximately 80 pixels.

4.2 Infrared Image Collections

Dataset Description

Before describing the infrared image data a short overview of the infrared domain will be provided. All matter (gases, planets, etc) emits some amount of electromagnetic radiation across a range of energies (or wavelengths). Infrared refers to the part of the electromagnetic spectrum where biological life-forms emit the most light, at wavelengths slightly longer than what we perceive as the color red. The human beings are not able to see infrared, but they can sense it through what is commonly called heat. Physical touch is the most direct way of observing it.

Objects generally emit infrared radiation across a spectrum of wavelengths, but sometimes only a limited region of the spectrum is of interest because sensors usually collect radiation only within a specific bandwidth. Therefore, the infrared band is often subdivided into smaller sections. The commonly used sub-division scheme comprises near-infrared (0.75 – 1.4\(\mu\)m), short-wavelength infrared (1.4 – 3\(\mu\)m), mid-wavelength infrared (3 – 8\(\mu\)m), long-wavelength infrared (815\(\mu\)m), far infrared (15 – 1,000\(\mu\)m). The long wavelength infrared corresponds to the “thermal imaging” region, in which sensors can obtain a completely passive picture of the outside world based on thermal emissions only and requiring no external light or thermal source such as the sun, moon or infrared illuminator. Forward-looking infrared (FLIR) systems use this area of the spectrum. This region is also called the “thermal infrared”.

LWIR Sensor Information

The images have been collected with a PathFindIR camera that is ‘designed primarily for driving vision enhancement (DVE) applications. PathFindIR is a hermetically sealed system, rated to IP-67, with an integrated, automatic window heater. using a 12VDC input power source, standard NTSC or PAL video is output for compatibility with most monitors or displays.’

6. The characteristics of the camera are:

- 320x240 uncooled VOx microbolometer, 38 micron pitch
- 8-14 micron LWIR

6http://www.flir.com/cvs/cores/view/?id=51221&collectionid=551&col=51218
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- Hermetically sealed, IP67 enclosure
- Fixed 19mm (36 degree HFOV) high impact optic
- Built in automatic lens heater
- Nominal 12VDC power input
- Standard NTSC, or PAL video output
- Compact size: \(71.4 \times 57.4 \times 56.1\) mm (2.8’’\(\times\)2.3’’\(\times\)2.2’’) – Standard System
  cable adds 3’’ to bottom.
- Weight 360 grams.
- Persistent FLIR logo on image

Infrared Dataset

We have used our own annotated dataset that was formed from the several traffic sequences taken in autumn and in winter. The dataset contains 1924 pedestrian images having the heights varying from 12 pixels to 150 pixels and aspect ratios (width/height) in the range \((0.3, 0.4, 0.5, 0.6)\).

Besides fully visible pedestrians we have annotated occluded pedestrians, groups of pedestrians and occluded groups. Those annotations were used for assessing the performance of the region of interest generator. For classification we have only used the annotations of fully visible pedestrians without any occlusion handling. For testing we have employed another set of sequences that contains frames captured both at night and at daytime.

4.3 Evaluation Metrics

A proper evaluation methodology is crucial in the assessment of the good behavior of a pedestrian detector. We follow a standard evaluation protocol for the classifiers we propose. As stated by [36] this protocol quantifies and ranks detectors performance in a realistic, unbiased and informative manner.

Per window evaluation using confusion matrices

A protocol for evaluating detectors based on binary classifiers is to measure their per-window (PW) performance on cropped positive and negative image windows [36]. Per window evaluation is commonly used to compare classifiers – as we did in chapter 5.

The per window evaluation is captured in a tabular form in the confusion matrix that allows the visualization of the performance. Each column of the matrix represents the instances in a predicted class, while each row represents the instances in an actual class. Table 4.1 shows the confusion matrix for a two class classification problem dealing with pedestrian and non-pedestrian categories.
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<table>
<thead>
<tr>
<th>Predicted pedestrian</th>
<th>Ground truth pedestrian</th>
<th>Predicted non-pedestrian</th>
<th>Ground truth non-pedestrian</th>
</tr>
</thead>
<tbody>
<tr>
<td>True positive</td>
<td>False positive</td>
<td>False negative</td>
<td>True negative</td>
</tr>
</tbody>
</table>

Table 4.1: Confusion matrix

The measures that are derived from the confusion matrix are:

\[
\text{True positive rate} = \frac{\sum \text{True positive}}{\sum \text{Ground truth positive}} \tag{4.1}
\]

The true positive rate represents the amount of correctly detected pedestrians from the total number of ground truth pedestrians present in the evaluation.

\[
\text{False negative rate} = \frac{\sum \text{False negative}}{\sum \text{Ground truth positive}} \tag{4.2}
\]

The false negative rate represents the amount of ground truth pedestrians that are classified as negatives from the total number of ground truth pedestrians present in the evaluation.

Log average miss rate

The log average miss rate was proposed by [179] and used extensively by [36]. It is a metric used to report the detection performance on a full image as miss rate versus false positives per image (FPPI).

As stated by [36] “a detection system needs to take an image and return a BB and a score or confidence for each detection. The system should perform multiscale detection and any necessary non-maximal suppression (NMS) for merging nearby detections. Evaluation is performed on the final output: the list of detected BBs. A detected BB ($BB_{dt}$) and a ground truth BB ($BB_{gt}$) form a potential match if they overlap sufficiently. Specifically, the PASCAL measure is employed, which states that their area of overlap must exceed 50%:

\[
a_0 = \frac{\text{area}(BB_{dt} \cap BB_{gt})}{\text{area}(BB_{dt} \cup BB_{gt})} > 0.5 \tag{4.3}
\]

For larger of the threshold the performance degrades.”

In our experiments we use the evaluation protocol provided by [36], [87]. In describing their evaluation protocol they state that “each $BB_{dt}$ and $BB_{gt}$ may be matched at most once. They resolve any assignment ambiguity by performing the matching greedily. Detections with highest confidence are matched first; if a detected BB matches multiple ground truth BBs, the match with highest overlap is used (ties are broken arbitrarily). Unmatched $BB_{dt}$ count as false positives and unmatched $BB_{gt}$ as false negatives.”

The log average miss rate (lamr) is defined by [179] as “the average miss-rate sampled from the lowest false positive rate to a false positive rate of 1 FPPI.

The log-average miss rate is used in [36], [87] to “summarize detector performance, computed by averaging miss rate at nine FPPI rates evenly spaced in log-space in the range $10^{-2}$ to $10^0$ (for curves that end before reaching a given FPPI rate, the minimum miss rate achieved is used).
The log-average miss rate is similar to the performance at $10^{-1}$ FPPI (meaning a negative at every 10 frames) but in general gives a more stable and informative assessment of performance."
Chapter 5
Monocular Color Pedestrian Detection

5.1 Survey of Current Approaches

Pedestrian detection is presented in the context of collision avoidance systems by the survey in [32]. They make a comparison of different sensor modalities (like visible cameras, near and thermal infrared cameras, RADAR, LASER scanner) for pedestrian detection. They analyze the approaches for pedestrian detection and tracking in the visible and infrared domain and the methods that combine several sensor cues. They also revise methods for behavior analysis and collision prediction.

An overview of pedestrian detection approaches related to monocular systems is provided by [33]. Their survey is two-fold: first they revise state of the art methods in pedestrian detection and secondly they describe an experimental study of the most popular approaches for pedestrian detection: cascade of AdaBoost classifier trained on wavelet features, linear SVM with HOG features, Neural Networks with Local Receptive Fields and combined shape-texture detection. The survey identifies and describes three main components of the pedestrian detection pipeline: Region of Interest selection, Classification comprising generative and discriminative models. Generative models regard the appearance of a pedestrian as a class conditional density function and the posterior probability for the pedestrian class can be inferred using a Bayesian approach. These models are based mainly on shape cues and some combine shape and texture. On the other hand discriminative models learn the parameters of a discriminant function between the pedestrian and non-pedestrian classes based on a set of training samples. The study identifies main features, classification architectures and multiple part representations.

An extensive literature review is done by [1]. They divide the problem of pedestrian detection into different processing steps, also identified in [34]: preprocessing, foreground segmentation, object classification, verification/refinement, tracking and application. These steps are analyzed in the framework of monocular and stereo visible sensors, near and thermal infrared sensors and in the perspective of multiple fused sensors. The preprocessing methods comprise exposure time, gain adjustments, camera calibration. The foreground segmentation extracts the regions of interest from the image. These regions are sent to the classification module. [1] shortly review methods that are applied to monocular images (comprising scan window based approaches, biologically inspired visual attention algorithms [2], symmetry based methods [35]), infrared images (including symmetry based approaches [35],
intensity thresholding, histogram projection combined with thresholding, hypermutation networks used for pixel classification), stereo based algorithms and motion based segmentation algorithms. In the step of object classification they identify two classes of methods: silhouette matching and appearance based algorithms that define a set of image features (descriptors) and a classifier is trained on those features. For the verification step [1] identify methods to filter out false positive detections and in the refinement step a fine segmentation of the pedestrian is performed. Tracking methods are also surveyed and their usage is nicely described: false detection removal over time, prediction of future pedestrian positions, inference about pedestrian trajectory and behavior. Discussion and review of benchmarking procedures are also presented.

Reference state of the art algorithms are described and evaluated by [36]. They also describe the Caltech dataset and study the statistics of size, position and occlusion patterns for pedestrians. A comparison between pedestrian detection datasets is made in terms of samples used for training and testing, pedestrian heights, and different properties like color images, evaluation methodology, temporal analysis. They also propose an elaborate evaluation methodology. For the reviewed algorithms they focus on sliding windows detection processes. They revise Haar based detectors using SVM [37] or AdaBoost [38], HOG based methods, shape based template matching methods, motion based methods and approaches that combine multiple feature representations: HOG, Haar, shapelets, edgelets, Local Binary Patterns, Integral Channel Features. They also revise the methods that improve the learning framework and methods that explore very large feature spaces. Finally they refer to part based detectors and pose specific detectors.

A recent survey [39] analyze the remarkable progress of the last decade by discussing the main ideas explored in 40+ detectors available in Caltech pedestrian detection benchmark. Based on the classification technology, [39] identify three classes of approaches: (1) deformable part models (DPM) variants, (2) Deep networks and (3) decision forests. In the pattern recognition chapter we will revise each.

We conclude that the above mentioned studies identify a modular approach in the development of a pedestrian detection scheme containing the following components:

(a) Generation of possible pedestrian location hypotheses: regions of interest – ROI or foreground segmentation;
(b) Definition of the pedestrian data model: full body, part based representations, components;

(c) Choice of the data representation model: contours, gradient histograms, wavelets;

(d) Pattern recognition or classification: matching, SVM, boosted classifiers;

(e) Refinement in which multiple scale overlapping detections are analyzed and the best detection is kept.

(f) Tracking of detected pedestrians.

(g) Benchmarking procedure and evaluation methodology.

The pedestrian hypothesis generation depends on the type of system used (stereo, monocular, infrared). Pedestrian hypothesis refers to the generation of possible locations for a pedestrian. Therefore we will name this process either pedestrian localization, pedestrian hypothesis generation or region of interest selection. We will present existing approaches for three types of sensorial systems: monocular, stereo and infrared.

5.2 Pedestrian Representation Model

The classification is done using a set of features extracted on different parts of the pedestrian body, on the whole body or it combines multiple parts or components and multiple views or poses of the pedestrian.

There are an extremely large number of methods that use one of these approaches and it is probably impossible to mention them all. Yet our study tries to capture the evolution of the pedestrian data representation model from simple whole body representation, to rigid multiple part description up to hierarchical deformable models and multiple view multiple part combined models.

When dealing with a pedestrian data representation model an important aspect is given by the model dimension. There are approaches that consider a single model dimension when training a classifier and there are methods that create multiple size models and for each size they train a classifier.

At a first representation level we have divided the approaches into monolithic ones that consider the pedestrian data as a whole and into part based model that regard the pedestrian as a combination of parts and the whole body. For each of the two division single scale or multiple-scale methods have been developed. These representations try to capture the high variance of the pedestrian appearance and some underline the multiple views or poses that pedestrians may have.

5.2.1 Monolithic Models

The pedestrian model is regarded as an indivisible and uniform structure. The variations of this model are given by the detector size and the pedestrian views enclosed. The multi-resolution monolithic models are formalized by [60]. They identify fixed resolution models
that we divide into no-view and multiple view single scale models, multiple fixed-resolution models that we categorize in no-view and multiple view fixed resolution models that consider separate model for each interest detection size.

**No View Single Scale Model**

The simplest and most popular representation is given by a single size model that is not view centric, that is no special views of pedestrians are considered. Basically all views or attitudes of a pedestrian are comprised without any separation between them. This approach has been used by [98] that propose a method for discriminating between pedestrians, bicyclists and motor-cyclists is described in [98]. For pedestrian detection they employ HOG features and Co-occurrence semantic HOG features that are input to a Fisher’s linear discriminant function. MRF tracking is also used.

**Multiple View Single Scale**

The multiple view model considers specific views of pedestrians and trains focused classifiers for these views. This approach is encountered in the work of [99], [42].

In the work of [42] the multi-view pedestrian model comprises side-viewed front, rear, or diagonal pedestrians. They model the views by the rotation angle with respect to a side viewed pedestrian that has a rotation of 0 degrees, 45, 90/270 and 135 degrees.

Four view-related classifiers or mixture of experts are proposed by [23]. The considered views or poses correspond to front, left, back and right views of pedestrians.

**No View Multiple Scale Model**

A popular approach that speeds up the pedestrian detection process is employed by [30] that consider as canonical classifier the Integral Channel Feature based classifier of [15] and train it for a predefined set of scales (a scale for each octave). They obtain a remarkable speed-up improvement with negligible loss in accuracy because they perform object detection without image resizing.

Detectors encompass different scales of the single view model: [4].

A scan window based approach for pedestrian detection is presented in [5]. Their classification comprises a Discrete AdaBoost classifier with Weighted Fisher Linear Discriminant as weak learner trained on several macrofeature layouts. Macrofeatures encode a set of low-level features in a neighborhood. [5] employ three shape layouts (line, triangle and pyramid) as shown in Figure 5.2. These layouts are composed of HOG feature blocks closely located to each other in a multi-scale feature pyramid. They train a classifier on INRIA dataset and evaluated it on challenging data sets like: INRIA, ETH, TUD-Brussels, Caltech, Daimler. The proposed method is evaluated in terms of detection performance (relationship between detection rate and the number of false positives per image) and it terms of localization performance (mean of PASCAL VOC overlap ratios given false positives per image). They measure how is the alignment of the detected bounding boxes with respect to the ground truth annotation.

The algorithm is implemented using CUDA and it runs at 9.43 fps.
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Figure 5.2: Macrofeatures selection and layout types employed by [5]

Multiple View Multiple Scale Model

Detectors are trained for several scales and for multiple views of the same object.

In the work of [68] the pedestrian views on which classifiers are trained are divided into four categories: back, front, left, right. The scale is represented by dividing the target distance up to 60m into three ranges: near, middle and far.

5.2.2 Part Based Models

These representations regard the pedestrian as a collection of parts that can have a certain degree of deformation.

When dealing with component based approaches more expert classifiers are trained and a voting or a combination scheme is used for the final classification.

Usually three main stages [100] are identified when dealing with part based models: part localization, part refinement and part combination. Part localization provides a score to the feature that describes the location of the part in an absolute framework (commonly referred to as ‘star model’ [101]) or with respect to other parts [102].

Part refinement may take several forms: part decomposition into subparts, re-training of the part mask for increased discriminative power, or binding the SIFT descriptor of the part with additional, hopefully orthogonal, descriptors (e.g. of texture or color).

Part combination may take the form of ’and’ or ’or” operators applied to component parts, with and without spatial constraints. Applying ’and’ operators corresponds to simple monomials introducing non-linearity when no spatial constraints are imposed, and to ’doublets’ [102] if such constraints exist. Applying ’or’ operators can create ’semantic parts’ which may have multiple, different appearances yet a

Rigid Part Based Model

This model does not make a separation between the multiple poses of the parts used. It just decomposes the pedestrian into a collection of rigid parts.

A combination of HOG-SVM upper, lower and whole body classifiers is employed by [72], [62].
The individual human is modeled as an assembly of natural body parts [12]. Part detectors are based on edgelet features and are learned by boosting. “Responses of part detectors are combined to form a joint likelihood model that includes cases of multiple, possibly inter-occluded humans. The human detection problem is formulated as maximum a posteriori (MAP) estimation.”

A flexible model is also employed by [12] and extended by [103] that use four components corresponding to full body, head-shoulder, torso and legs and also three poses of pedestrians: front/rear, left profile and right profile for which they train an AdaBoost classifier.

A part hierarchy is defined by [6] that model each part as a sub-region of its parent except for a whole-object node. The hierarchy model is depicted in Figure 5.3. For each part a Cluster Boosted Tree is trained using edgelet features. “A child node in the hierarchy inherits image features from its parent node and if a target performance can not be achieved only from the inherited features, more features are selected and added to the child node. For the whole-object node, in addition to the detector, a pixel-level segmentor is learned. They formulate segmentation as a binary classification problem and train the segmentor by a supervised learning algorithm. In the training procedure, for each feature in a large feature pool, a pair of weak classifiers for detection and segmentation is built”.

Flexible Models

The flexible or deformable models represent a pedestrian in a collection of parts arranged in a deformable configuration. They capture the variations of parts in appearance and define parametric relations between parts.

Humans are modeled as flexible assemblies of parts in the work of [104]. The parts are modeled by co-occurrences of local features which captures the “spatial layout of the parts appearance. Feature selection and the part detectors are learnt from training images using AdaBoost”.

One remarkable work in articulated part based models is given by the pictorial structures introduced by [7]. They consider that “an object is modeled by a collection of parts arranged
in a deformable configuration. Each part encodes local visual properties of the object, and the deformable configuration is characterized by spring-like connections between certain pairs of parts. The best match of such a model to an image is found by minimizing an energy function that measures both a match cost for each part and a deformation cost for each pair of connected parts”. A tree like pictorial structure is depicted in Figure 5.4. In their work

![Figure 5.4: Tree like pictorial structure used in [7]](image)

the authors provide statistical models for learning pictorial structures from examples and methods for finding multiple good matches of a model to an image. Matching is formulated as an energy minimization or Maximum A-posteriori Estimate.

A very popular multiscale deformable part model (DPM) is proposed by [8] and extended in [71] and [105]. In their work the models are not bound to a unique position relative to the detection window. The initial model of [8] consists of a global “root” filter and several part models composed of a spatial representation and a part filter. The spatial representation defines a set of allowed placements for a part relative to a detection window and a deformation cost for each placement. The classification score of a scan window is a combination between the root filter and the parts filters all trained on modified HOG features. The detection using

![Figure 5.5: Deformable part based model proposed by [8]](image)

the DPM model is depicted in Figure 5.5. For the classification component they introduce a new formalism called latent SVM.

A general method for building star-cascade classifiers from DPM models is presented by [71].

The deformable part model (DPM) has been adopted and exploited in the work of [77], [64], [24], [106], [69], [107], [86], [108], [49], [4].

Pictorial structures are used for pedestrian detection in the work of [109]. Densely sampled shape context descriptors and discriminatively trained AdaBoost classifiers model the
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appearance of body parts. The normalized margin of each classifier is interpreted as a likelihood in a generative model and non-gaussian relationships between parts are represented as Gaussians in the coordinate system of the joint between parts.

A new insight on the deformable part model is given by [28] that perform object detection with grammar models. The formalism of grammar models has been introduced by [110]. In grammar models objects are represented by means of other objects using compositional rules. The relative motion of parts with respect to one another is described by deformation rules. This constructs hierarchical deformable part models. The grammar model for pedestrians allows plenty of flexibility in describing the amount of the person that is visible. “The parts in the model, such as the head part, are shared across different interpretations of the degree of visibility of the person. The grammar model also includes subtype choice at the part level to accommodate greater appearance variability across object instances. [28] use parts with subparts to benefit from high-resolution image data, while also allowing for deformations.” They explicitly model the source of occlusion for partially visible objects.

A multi-task form of DPM is proposed by [64]. They partition the resolution space into two classes: low resolution containing scan windows in range 30–80 pixels and high resolution that comprises scan windows of dimension higher than 80 pixels. Their method considers the commonness and the differences of samples from different resolutions which are captured by a multi-task strategy. They build a resolution-invariant subspace by using a mapping of features from different resolutions to a common subspace. On this subspace a shared detector is trained in order to capture the structural commonness. The execution time is less than 1s on a standard PC.

A latent deformable template model with a locally affine deformation field and an inference procedure adapted for the method is proposed by [9]. Their template is allowed to deform according to a locally affine deformation field. The idea is based on refining the template “beyond translation and scaling with an additional transformation selected from a finite set of possible perturbations covering aspect ratio change and small in plane rotations.” The

Figure 5.6: The locally affine deformation field proposed by [9]

locally affine deformation field is shown in Figure 5.6. They also prove that the deformation field can be used to measure the similarity of the training samples and hence use it for clustering samples of similar viewpoints and poses.

48
A hierarchical part based template matching is combined with HOG based discriminative learning in the work of [10]. They first learn a tree of part based contour templates. A histogram of gradient weighted edge orientation histograms is build. For each possible scan window they estimate the optimal pedestrian pose using template matching. Then block features closest to each pose contour point are concatenated in a feature vector as shown in Figure 5.7(a). Given the feature vector and the part part templates for a scan window, an optimal tree path is estimated by computing the part template score as an average of gradient magnitudes of corresponding orientation bins in each block of the feature vector. The score is defined by orientation consistency instead of distances between edges as in traditional Chamfer matching. Special occlusion handling is modeled by the score given by part combinations (that is weighted sum of individual part responses). The parts are depicted in figure 5.7(b). In order to speed up the scan window detection process and knowing the camera parameters they estimate the expected location of a head point given an arbitrary foot point in the image. They use a homography matrix that is estimated by least-squares method using four or more pairs of annotated foot and head points. Background subtraction is also employed. For evaluation they use the INRIA and MIT-CBCL data sets. The execution time for the occlusion based method is about 5fps on a standard CPU.

Pedestrians are represented in the framework of a grammar dictionary composed of clustered poselets models [11]. The clustered poselets select representative keypoint configurations of human parts and use HOG-SVM to learn the appearance models. HOG features are extracted at multiple resolutions for a test image. Convolution is employed for providing activations for all clustered poselet filters. Maximum a posterior solution is provided by bottom-up inference and connect the activations into the pedestrian full-body. The inference obtains locations the whole body and also for the parts. The execution time with no optimizations on a standard CPU is of 3 seconds per frame.

Statistical component based pedestrian shape model is referred by [16] that divide the pedestrian body into three parts: the head, the upper body and the lower body for which they compute Haar like templates.

Pedestrians are modeled as a hierarchy by four switchable layers of a Deep Neural Network in the work of [76]. They propose a root layer for the whole body and three sub-layers for head-shoulder, upper-body, and lower-body, respectively.

An iterative part based feature synthesis has been proposed by [100]. At each iteration of their method they perform feature generation that provides candidate features and feature.
selection that has as outcome a subset of selected features and a learned linear classifier. Their process is based on a feature hierarchy model that comprises part-based features and operators that are used for part localization, part refining and part combination. Predictive feature selection is used for feature pruning. A large pool of rectangular image fragments is sampled from aligned positive training images. The features employed are HoG features, global maximum features, sigmoid features, localized features, subpart features, LDA features, OR features, cue integration and ‘and’ features. Their work is extended by [111] that propose an Accelerated Feature Synthesis that reduces the number of locations searched for each part by KDFerns method that compares each image location to only a subset of the model parts. Spatial inhibition object-level coarse-to-fine strategy is used to reduce candidate part locations. Their method achieves about 10fps on a regular CPU and on images of 640 × 480 pixels.

Multiresolution contextual models are proposed by [60]. They act as a deformable part-based model when scoring large pedestrian instances and as a rigid template when dealing with small size pedestrian instances.

5.3 Attitude Based Pedestrian Detectors

Within the context of a traffic scenario, pedestrians may have several attitudes or perform different actions: wait at the traffic light, cross the street, run for a bus or a taxi, walk or run on the pavement. When performing all these actions, pedestrians have different attitudes: stand, walk, run. We have studied those attitudes and the contexts in which they appear. A fine partition of the pedestrian appearances comes to improve the overall detectin rate. We prove that specific classifiers trained on particular attitudes provide a better overall performance than a generic classifier trained on a non-partitioned pedestrian space.

Attitude based pedestrian detectors have been largely studied, designed and implemented by the author.

Given the large appearance space of pedestrians in monocular intensity images capturing traffic scenes we propose (a) a coarse partitioning scheme into basic attitudes like run, stand walk and (b) a fine partitioning of the space into complex attitudes that combine the basic.
attitudes with motion direction information (left, right, front, rear). The two partitioning schemes are included in a dataset we have designed and developed for modeling the variance in pedestrian attitudes.

We study several visual descriptors like HOG, Directional Derivatives, Anisotropic Gaussians, Gabor features and we design and implement an original feature mixture model mapped on an input space partitioned into distinct attitudes.

We create a pool of pattern classifiers that comprises AdaBoost, Bayesian Network, Neural Network and Support Vector Machines. We analyze the performance of those pattern classifiers in the context of a multiple attitude partitioned space and we introduce an original meta-classification scheme that combines several classifiers trained on different attitudes. We prove that the meta-classification scheme has better results than a generic pattern classifier trained on the un-partitioned input space.

We design and implement two novel meta-classification schemes:

1. Basic attitude meta-classifier that is trained on a coarse partition of the input space. The division comprises three main attitudes: stand, run, walk. As features we use histogram of gradient orientations, directional derivatives and anisotropic Gaussians. As pattern classifiers we employ Adaptive Boosting and Bayesian Networks.

2. Complex attitude meta-classifier that is trained on a fine partition of the input space. We propose a segmentation based on semantic concepts that comprise a combination between the actions that pedestrians perform: stand, run, walk and the direction of movement front, back, lateral left, lateral right.

Both meta-classification schemes are evaluated and compared to standard pedestrian detection methods. They prove to have an increased accuracy: an average true positive rate of 90% and a false negative rate smaller than 5%. For a monocular system, the execution time of the basic meta-classification schemes is about 17fps while the complex attitude meta-classifier achieves a speed of 14fps depending on the classifiers and on the features embodied in the model.

We enrich the whole-body meta-classification model with a part based model and introduce the so called "part based meta-classifier”. The method considers four pedestrian models: front, rear, lateral left, lateral right (named attitudes or poses). We train a root classifier on all pedestrian attitudes. This root classifier has a high true positive rate but the false positive rate is not very low. Yet it has the role of identifying pedestrian hypotheses fast. These hypotheses are further refined by the specific classifiers trained for different attitudes. The attitude classifiers combine different five body part components. The log average miss rate of the star classifier on Daimler dataset is about 45% outperforming the classical HOG classifier. For evaluation we have used the per image evaluation measure [87]. This measure is hit for pedestrians having height greater than 50 pixels and partially occluded (that is at least 50% of the body is visible). For pedestrians having a height greater than 100 pixels and not occluded the log average miss rate is of about 20%. That is the star classifier detects correctly about 80% of the pedestrians that are not occluded and are closer to the camera.
5.3.1 Basic Attitude Meta-Classifier

For the basic attitude meta-classifier we have considered a coarse division of the pedestrian input space into three attitudes: sanding, walking and running. For those three attitudes we study the relevance of three types of features: histogram of gradient orientations, directional derivatives and anisotropic Gaussians. Based on this analysis we develop a novel attitude based model based on histogram of gradient orientations. We also compare the accuracy of two popular pattern classification methods, namely Bayesian Networks and AdaBoost classifiers. Based on this comparison we design and implement a meta-classification scheme that encompasses AdaBoost classifiers with histogram of gradient orientations extracted on the coarse partition of the attitude space.

Bayesian Networks as Basic Attitude Meta-Classifiers

We have considered three pedestrian attitudes: standing, walking and running. For each pedestrian category we have trained two Bayesian Belief Networks with identical setups but one uses HOG features and another exploits the absolute value of first order partial derivatives computed in four directions. We have compared the results obtained using these two feature sets, HOG providing the best results. We have grouped the classifiers trained for each category in a meta-classifier or a hierarchy of classifiers. The work was presented in [183]. The steps we performed for constructing the meta-classification scheme are:

• build a hierarchy of pedestrian attitudes;
• for each image from the hierarchy of attitudes, relevant features are extracted and selected;
• for each of the three pedestrian attitudes a classifier is trained.

The flow of our pedestrian recognition algorithm is presented in Figure 5.9. With this approach we want to answer the question if a meta-classifier composed of binary classifiers trained on each class of attitudes has better performance than a single binary classifier trained on the whole set?

An important step is the feature selection that identifies and removes irrelevant and redundant information. This reduces the dimensionality of the data and may allow learning algorithms to operate faster and more effectively. In our experiments we have used CFS feature selection for the directional derivatives.

Given the four directional derivative images as shown in Figure 5.10 after applying CFS the points remaining are grouped on the pedestrian contour and on the pedestrian relevant body parts.

The images in Figure 5.10 depict the selected features for each direction and all the overlapping of all the features selected. One may notice that a certain form of pedestrian can be observed.

Evaluation

Dataset description For our experiments we have have considered three pedestrian attitudes. We have annotated images from INRIA [184] and MIT [177] datasets. The dataset
Figure 5.9: Flow of the pedestrian detection algorithm for two categories: pedestrians running and pedestrians standing.

Figure 5.10: Feature selection using CFS
structure is presented in Table 5.1. For each category we have considered images of dimension 18x36 pixels.

**Experimental set-up** For all three categories, pedestrians running, walking and pedestrians standing, we have computed the two feature sets: histograms of gradient orientations and magnitude of first order partial derivatives computed in four directions. We experimented numerous combinations of parameters for each attribute set:

1. For magnitude of first order partial derivatives computed in four directions the possible parameters are:
   - block size: 3x6, 3x3, 6x6, 6x12 pixels
   - search strategy for correlation-based feature selection: best first, genetic search, random search

2. For HOG the set of parameters is given by:
   - cell size: 3x3, 3x6, 6x6, 6x12 pixels.
   - number of bins in the histogram: 4, 8, 16
   - block size in number of cells: 3x3, 2x2

We retained the parameters that provide optimal results for the detection window of 18x36 pixels:

1. For magnitude of first order partial derivatives computed in four directions: a block size of 6x12 pixels and best first search resulted in a feature set of 316 attributes.

2. For HOG: a cell size of 3x6 pixels with a histogram having 8 bins, and a block size of 3x3 cells resulted in a feature set of 288 attributes.

Concerning the parameters of the Bayesian Network we have used TAN as learning algorithm. It determines the maximum weight spanning tree and returns a Naïve Bayes network augmented with a tree.

As shown in Figure 5.11 we have trained a classifier for each attitude and also, we have trained a classifier that contained in the training set the three training sets of pedestrians having different attitudes. We have used this classifier for comparing the results to the results obtained with our meta-classifier.

**Classifiers trained on HOG features**

Table 5.2 shows the results of classifiers trained separately on the three attitudes and a
Figure 5.11: Methodology for evaluating run, stand, walk pedestrian classifiers

<table>
<thead>
<tr>
<th>Classifier trained on</th>
<th>Pedestrians tested on</th>
<th>Pedestrians standing</th>
<th>Pedestrians walking</th>
<th>Pedestrians running</th>
<th>Pedestrians all attitudes</th>
</tr>
</thead>
<tbody>
<tr>
<td>standing</td>
<td>standing</td>
<td>TP = 0.898</td>
<td>TP = 0.72</td>
<td>TP = 0.68</td>
<td>TP = 0.86</td>
</tr>
<tr>
<td>walking</td>
<td>walking</td>
<td>TP = 0.79</td>
<td>TP = 0.847</td>
<td>TP = 0.77</td>
<td>TP = 0.81</td>
</tr>
<tr>
<td>running</td>
<td>running</td>
<td>TP = 0.55</td>
<td>TP = 0.76</td>
<td>TP = 0.90</td>
<td>TP = 0.76</td>
</tr>
</tbody>
</table>

Table 5.2: Comparing results of meta-classifiers with a classifier trained on all attitudes for HOG features
Classifier | Pedestrians | Pedestrians | Pedestrians | Pedestrians
--- | --- | --- | --- | ---
trained on | standing | walking | running | all attitudes
stood on | standing | TP = 0.866 | TP = 0.67 | TP = 0.69 | TP = 0.72
walking | TP = 0.72 | TP = 0.875 | TP = 0.78 | TP = 0.76
running | TP = 0.64 | TP = 0.76 | TP = 0.805 | TP = 0.72

Table 5.3: Comparing results of meta-classifiers with a classifier trained on all attitudes for directional derivative features

classifier trained on all attitudes, all using HOG features. In red we have underlined the best true positive results. We notice that specific classifiers have a true positive rate greater with at least 3% than an classifier trained on all attitudes.

**Classifiers trained on directional derivative features**

Table 5.3 shows the results of classifiers trained separately on the three attitudes and a classifier trained on all attitudes, all using directional derivative features. In red we have underlined the best true positive results. The results for directional derivatives are not so promising as in the case of HOG, but these features can still be used in the future for other types of classifiers.

We conclude that the recognition rates for the HOG are better than the ones for the magnitude of first order partial derivatives computed in different directions. Nevertheless, the performance of the detector trained on pedestrians standing using first order partial derivatives is quite accurate and its results can be improved. We have considered this set of features because our module is applied in the context of a real-time detection system in which fast computation of features is a must. Also, the CFS feature selection scheme can be replaced by more accurate feature selection methods.

For both sets of features, the resulting meta-classifier formed of three attitude specialized classifiers outperforms the detection rate of a classical learner trained on the whole pedestrian feature space.

**Bayesian Networks and AdaBoost Meta-Classifiers**

The previous section presented the results for a meta-classifier trained on three pedestrian attitudes. Due to the large overlapping of pedestrians walking with the situations of pedestrians running and pedestrians standing we propose a scheme that is focused only on pedestrians running and standing.

The contributions reside in the development of a mixed classification scheme for pedestrian recognition based on a partitioned pedestrian space. We have trained different classifiers, namely AdaBoost and Bayesian Networks for two categories of pedestrian attitudes: standing and running. We show that the obtained meta-classifier outperforms previous approaches that use the whole un-partitioned pedestrian space. The work was published in [185].

The idea of our research was to divide the complex pedestrian space into several different attitudes. For each attitude we have trained a classifier. We have obtained by this, a tree of classifiers that were all grouped into a meta-classifier. We show that the performance of the meta-classifier is better than the detection rate of a single classifier trained on the whole
un-partitioned object space. Figure 5.12 shows the methodology we have employed for this
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Figure 5.12: Methodology for running and standing pedestrian attitudes

**Dataset description** We have considered two classes of attitudes for pedestrians: standing and running. For each class we have used a training set and a testing set. We have collected our samples in the category standing from the MIT pedestrian database [177] and from the INRIA pedestrian database [184] that contain images of pedestrians in city scenes. We have collected pictures for the category 'running pedestrians' from several images taken from the Internet or from our personal photos and some from the INRIA [184] database. We build a set of 300 images of different running pedestrians. In all the pictures the pedestrians occupy the central position. We have applied a 4 small in-plane rotations with $5^\circ, 10^\circ, -5^\circ$ and $-10^\circ$ to each image from both classes of attitudes, hence we have obtained a dataset of 1500 pictures of running pedestrians and 2500 pictures of standing pedestrians.

**Methodology** For each category we have considered images of dimension 18x36 pixels. We have divided the datasets for the standing pedestrian attitude into 2100 training samples.
and 400 testing samples and the dataset for running pedestrians was split into 1100 train pictures and the 400 test pictures. The initial negative training set had 12000 images (also of dimension 18x36 pixels) sampled randomly from person-free training photos. An initial training is made and the obtained detector is tested on a larger set of negative images that were not in the initial negative training set. All the false positives are added to the training set and the process is repeated until we reach a good accuracy of the detection. Hence, we obtain a classifier for each category of the considered pedestrian attitudes i.e. running and standing. For each category we have trained two separated classifiers, one that uses HOG features and another that exploits Anisotropic Gaussians. We have compared the results obtained using these two feature sets, HOG providing the best results for pedestrians running and Anisotropic Gaussians gave best results for pedestrians standing. Figure 5.13 shows the main modules of the proposed system.

We have grouped the classifiers trained for each category in a mixture of classifiers. The next step was the comparison of our method based on the partitioning of the pedestrian space into several classes, with a method that trains a classifier using the whole pedestrian set. In order to perform this comparison we build a third classifier that used as positive training set 1100 images from the category running and the 2100 train images from the category standing and the same set of negative samples as the classifiers build separately for each category.

Figure 5.14 shows samples from the collected dataset.

Considering the two test sets (for pedestrians running and for pedestrians standing) we evaluated the performance of a Bayesian detector trained using the whole object space,
an adaptive boosting classifier trained on the whole object space and the performance of the mixture of classifiers (that uses belief networks for pedestrians running and AdaBoost for pedestrians standing). The best results of pedestrian recognition are obtained when applying the mixed scheme.

The detection window is of 18x36 pixels. We have not described the way in which the mixture of classifiers is applied for larger images because the recognition module is designed to work within an existing probabilistic pedestrian detection framework [186], [187] which provides the pedestrian hypotheses.

**Evaluation**

In this part we will present some results of the system. For both categories, pedestrians running and pedestrians standing, we have computed the two feature sets: histograms of gradient orientations and anisotropic Gaussians. For our detection window of 18x36 pixels we have retained for HoG features: a cell size of 3x6 pixels with a histogram having 8 bins, and a block size of 3x3 cells resulted in a feature set of 128 attributes.

We have evaluated our method with 400 positive samples of running pedestrians, 400 positive images of standing pedestrians and 10000 non-pedestrians. The positive images were collected from INRIA [184] and MIT [177] datasets.

As shown in figure 5.15 we have used three datasets: a dataset that comprises all pedestrians without any attitude separation (we will refer it as ALL_DB), a dataset for pedestrians standing (referred as STAND_DB) and a dataset for pedestrians running (referred as RUN_DB). We have trained separately a classifier that uses anisotropic Gaussians on the ALL_DB, a classifier that uses HOG and Bayesian Network on ALL_DB.

Then we have separated the attitudes and trained on separate attitudes datasets.

Table 5.4 makes a comparison of the recognition rates for the Bayesian Network trained using HOG features and the meta-classifier proposed in our research. We depict the values of the true positive rate (TP) and of the true negative rate (TN). The results show that our approach which trained a classifier for each class of objects and formed a meta-classification
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Figure 5.15: Bayesian meta-classifier for running and standing pedestrians

<table>
<thead>
<tr>
<th>Classifier trained on</th>
<th>ped. running</th>
<th>ped. standing</th>
<th>running &amp; standing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TP</td>
<td>TN</td>
<td>TP</td>
</tr>
<tr>
<td>Run test</td>
<td>0.90</td>
<td>0.95</td>
<td>0.55</td>
</tr>
<tr>
<td>Stand test</td>
<td>0.68</td>
<td>0.90</td>
<td>0.89</td>
</tr>
</tbody>
</table>

Table 5.4: Detection rates obtained using a Bayesian Network trained on the unpartitioned object space using HOG features and the proposed meta-classification scheme.

<table>
<thead>
<tr>
<th>Classifier trained on</th>
<th>ped. running</th>
<th>ped. standing</th>
<th>running &amp; standing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TP</td>
<td>TN</td>
<td>TP</td>
</tr>
<tr>
<td>Run test</td>
<td>0.75</td>
<td>0.70</td>
<td>0.52</td>
</tr>
<tr>
<td>Stand test</td>
<td>0.57</td>
<td>0.63</td>
<td>0.87</td>
</tr>
</tbody>
</table>

Table 5.5: Detection rates obtained using boosted classifiers trained on the ALL_DB object space using anisotropic Gaussians and the proposed meta-classification scheme.
scheme gives better results than the Bayesian Network trained on the mixed set of pedestrians (running and standing). Table 5.5 makes a comparison of the recognition rates for the Adaptive Boosting trained using anisotropic gaussian features and the meta-classifier proposed. We present the values of the true positive rate (TP) and of the true negative rate (TN). The results show that our approach which trained a classifier for each class of objects and formed a meta-classification scheme gives better results than the boosted classifiers trained on the mixed set of pedestrians (running and standing). For both sets of features, the resulting meta-classifier outperforms the detection rate of a classical learner (either Bayesian Network or Adaptive Boosting classifier) trained on the whole pedestrian feature space.

![Figure 5.16: Results for classifier trained on pedestrians running](image)

Figure 5.16: Results for classifier trained on pedestrians running

Figure 5.16 shows the detection rate of the classifier for the category pedestrians running (PedRun). The negative training set is shortly referenced with NonPed. We have depicted the true positive rate (TP), precision (Prec.), recall (Rec) and area under ROC (ROC-A). Figure 5.16 also includes the ROC for the classifier trained on pedestrian running set.

<table>
<thead>
<tr>
<th></th>
<th>TP</th>
<th>Prec</th>
<th>Rec</th>
<th>ROC-A</th>
</tr>
</thead>
<tbody>
<tr>
<td>PedStand</td>
<td>0.87</td>
<td>0.57</td>
<td>0.87</td>
<td>0.674</td>
</tr>
</tbody>
</table>

![Figure 5.17: Results for classifiers trained on pedestrians standing](image)

Figure 5.17: Results for classifiers trained on pedestrians standing

Figure 5.17 shows the ROC curve for the classifier trained on pedestrians standing.
Basic attitude Meta-Classifier Application

We have applied the meta-classification scheme as a stand-alone classification module for monocular intensity images.

In a monocular setup the meta-classifier is applied following the standard pipeline of a pedestrian detector as shown in Figure 5.18. Given an input image the monocular region of interest generator is applied. Next HOG features are extracted and a multiple scale image feature pyramid is created. For this meta-classification scheme we used no feature approximation techniques. Given the image pyramid, each layer of the pyramid is scanned with three detection models of different sizes corresponding to pedestrians stand, walk and run classifiers. Each location is provided with a score from the three classifiers. Then the scores are combined using “at least one” class label combination scheme. This means that if at least one of the classifiers provides a positive score than the final detection will be “pedestrian”. If none of the classifiers gives a positive than the location does not contain a pedestrian.

The execution time of the method is about 17 fps and its speed-up boost is given by the large space pruning factor of the region of interest.

Evaluated on Daimler dataset with occluded pedestrians and pedestrians of all heights the method has a log average miss rate of about 49% outperforming the classical HOG classifier that has a log average miss rate of 52%. When evaluated on pedestrians with at least 80% of the body visible and with a height greater than 100 pixels the log average miss rate is of 30%.

5.3.2 Complex Attitude Meta-Classifier

Using the results of the previous chapters and keeping in mind that we could infer motion information from any monocular or stereo based system we create a fine partition pedestrian attitude space. The fine partition combines in the form of semantic concepts three main attitudes: pedestrians running, standing, walking with direction information like front, back, lateral left and lateral right. The work was published in [188] and further used in [189].

AdaBoost, Neural Networks and SVM meta-classifiers for different pedestrian attitudes

Figure 5.19 shows the semantic concepts that form the fine partition scheme of the pedestrian input space:

We propose a model that has the role of analyzing the correlation between semantic concepts, visual features and pattern classifiers as shown in the scheme in Figure 5.20.
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Figure 5.19: Semantic concepts identified for traffic scenes

Figure 5.20: The objective for a semantic concept correlation analysis
on the correlation model we design and implement a complex attitude meta-classifier.

As features we have used: Histograms of Oriented Gradients and Gabor wavelets. For classification we have experimented Adaptive Boosting, Neural Networks and Support Vector Machines.

The method can be integrated in a stereo-vision system that can provide the speed and orientation of the objects that appear in a traffic scene. Actually a stereo based pre-classification step is used for determining the speed, orientation and the dimension of the pedestrian pattern.

If that obstacle is probably to be a pedestrian, we can apply a specialized classifier trained on a particular attitude. This results in a higher detection accuracy.

Definition of Semantic Concepts

We have collected video sequences of traffic scenes and from them we have extracted three types of attitudes: stand, walk, run. These attitudes are characterized by two basic features: orientation and speed. Using these two basic features we have constructed semantic concepts as presented in Table 5.6. The constants \( \alpha_1 \) and \( \alpha_2 \) are determined experimentally, \( \alpha_1 \) is about 1m/s and \( \alpha_2 \) is 0.5m/s.

<table>
<thead>
<tr>
<th>Attitude</th>
<th>Orientation</th>
<th>Speed</th>
<th>Semantic concept</th>
</tr>
</thead>
<tbody>
<tr>
<td>Run</td>
<td>80°-100°</td>
<td>( s \geq \alpha_1 )</td>
<td>Side run</td>
</tr>
<tr>
<td>Run</td>
<td>0°-10°</td>
<td>( s \geq \alpha_1 )</td>
<td>Front run</td>
</tr>
<tr>
<td>Run</td>
<td>0°-(-10)°</td>
<td>( s \geq \alpha_1 )</td>
<td>Rear run</td>
</tr>
<tr>
<td>Walk</td>
<td>80°-100°</td>
<td>( \alpha_2 \leq s \leq \alpha_1 )</td>
<td>Side walk</td>
</tr>
<tr>
<td>Walk</td>
<td>0°-10°</td>
<td>( \alpha_2 \leq s \leq \alpha_1 )</td>
<td>Front walk</td>
</tr>
<tr>
<td>Walk</td>
<td>0°-(-10)°</td>
<td>( \alpha_2 \leq s \leq \alpha_1 )</td>
<td>Rear walk</td>
</tr>
<tr>
<td>Stand</td>
<td>80°-100°</td>
<td>( s = 0 )</td>
<td>Side stand</td>
</tr>
<tr>
<td>Stand</td>
<td>0°-10°</td>
<td>( s = 0 )</td>
<td>Front stand</td>
</tr>
<tr>
<td>Stand</td>
<td>0°-(-10)°</td>
<td>( s = 0 )</td>
<td>Rear stand</td>
</tr>
</tbody>
</table>

Table 5.6: Relationship between semantic concepts and pedestrian attitudes

Method description

The architecture of our system comprises two modules: training and classification as shown in Figure 5.21.

The training module takes the established semantic concepts and extracts features. Then, on each type of feature it trains a semantic classifier.

In the classification module the semantic classifiers are applied on the 2D pattern that results after analyzing the 3D box of an obstacle detected by the stereo vision system. A pre-classification module analyzes the speed, orientation and box dimension of each detected obstacle. Based on the values of these three characteristics, a precise semantic classifier is applied. A schematic view of the pre-classification module is given in Figure 5.22.
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Figure 5.21: Semantic training module

Figure 5.22: Stereo-based preclassification module
Evaluation

Dataset with pedestrian attitudes

We also created a dataset of semantic concepts for pedestrians in traffic scenes. The annotations and the number of instances for each semantic concept are defined in Table 5.7.

The dimension of the images that belong to front run, front stand, front walk, rear run, rear stand, rear walk, side stand is of $75 \times 184$ pixels. The pictures for side walk and side run have a dimension of $104 \times 144$ pixels. The dimension of the 2D model differs because side running and side walking attitudes require physically a larger space.

<table>
<thead>
<tr>
<th></th>
<th>Front Walk</th>
<th>Front Run</th>
<th>Front Stand</th>
<th>Rear Walk</th>
<th>Rear Run</th>
<th>Rear Stand</th>
<th>Side Walk</th>
<th>Side Run</th>
<th>Side Stand</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nb Pos</td>
<td>600</td>
<td>600</td>
<td>600</td>
<td>600</td>
<td>600</td>
<td>600</td>
<td>600</td>
<td>600</td>
<td>600</td>
</tr>
<tr>
<td>Nb Neg</td>
<td>5000</td>
<td>5000</td>
<td>5000</td>
<td>5000</td>
<td>5000</td>
<td>5000</td>
<td>5000</td>
<td>5000</td>
<td>5000</td>
</tr>
<tr>
<td>Size</td>
<td>74x184</td>
<td>74x184</td>
<td>74x184</td>
<td>74x184</td>
<td>74x184</td>
<td>104x144</td>
<td>104x144</td>
<td>74x184</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.7: Semantic concepts – dataset description

In each negative set used for the subsequent methods we have included images of semantic concepts, different from the one on which the classification was done. For example, in the negative set of the concept ‘walk front’ we have included images of the concepts ‘walk rear’, ‘run front’, ‘run rear’, ‘stand rear’, ‘stand front’, ‘stand side’.

Experimental setup

The experimental setup for each feature was:

- HoG – cell width = 10, cell height = 10, number of bins = 8, normalization block dimension is $3 \times 3$.

- Gabor wavelets: $\sigma \in \{0.5, 1\}$, orientation $\in \{0^\circ, 45^\circ, 90^\circ\}$, scale = 2, frequency $\in \{\sqrt{2}, 2\sqrt{2}\}$

Classifier training methodology We have trained classifiers on each semantic concept and for each semantic concept we have used different features and different classifiers as shown in Figure 5.23.

In our experiments we have used 600 positive images for each semantic concept and 5000 negative images. We have used cross-validation with 10 folds for evaluating the results of the classifiers in the dataset.

Confusion matrices

For training the classifiers we have used the functions offered by the library WEKA [165]. The results for the the classifiers trained using HoG features are presented in Table 5.8.

In most of the cases, support vector machines proved to be the best classifier. Yet, for some concepts like run rear, walk side or walk front the best results were obtained using AdaBoost.

The concept ‘stand rear’ has not so good classification results using Histogram of Oriented Gradient features. As one can notice in Table 5.9 Gabor wavelets have better results on this
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Figure 5.23: Semantic concept – classifiers trained
Concept    | AdaBoost | SVM | MLP |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TP</td>
<td>TN</td>
<td>FP</td>
</tr>
<tr>
<td>Stand front</td>
<td>82%</td>
<td>75%</td>
<td>25%</td>
</tr>
<tr>
<td>Stand rear</td>
<td>51%</td>
<td>59%</td>
<td>41%</td>
</tr>
<tr>
<td>Stand side</td>
<td>55%</td>
<td>65%</td>
<td>35%</td>
</tr>
<tr>
<td>Walk front</td>
<td>88%</td>
<td>70%</td>
<td>30%</td>
</tr>
<tr>
<td>Walk rear</td>
<td>67%</td>
<td>69%</td>
<td>31%</td>
</tr>
<tr>
<td>Walk side</td>
<td>85%</td>
<td>67%</td>
<td>33%</td>
</tr>
<tr>
<td>Run front</td>
<td>85%</td>
<td>78%</td>
<td>22%</td>
</tr>
<tr>
<td>Run rear</td>
<td>86%</td>
<td>80%</td>
<td>20%</td>
</tr>
<tr>
<td>Run side</td>
<td>80%</td>
<td>53%</td>
<td>47%</td>
</tr>
</tbody>
</table>

Table 5.8: Classification results for the recognition using HoG features

Analyzing the results obtained on our dataset, as presented in Table 5.9 and Table 5.8 we can say that there is a slight correlation between concepts and classifiers. Most of the semantic concepts have been best detected by support vector classifiers, but there are semantic concepts for which boosted classifiers or multi layer perceptron gave the best results.

Regarding the features used, in most of the cases, Histogram of Oriented Gradients proved to be the most suitable for the pedestrian detection problem. There are semantic concepts like stand rear, stand side, walk rear that were recognized better using Gabor features rather than using HoG.

Table 5.9: Classification results for the recognition using Gabor wavelets

The disadvantage of Gabor features is their high execution time and this does not make them suitable for a real time execution.
Table 5.10: Complex meta-classifier performance for pedestrians with heights greater than 50 pixels

### Complex Attitude Meta-Classifier Application

In a monocular setup the complex meta-classifier is applied following the standard pipeline of a pedestrian detector as shown in Figure 5.24

![Complex meta-classifier in the context of monocular images](image)

Given an input image the monocular region of interest generator is applied. Based on the feature relevance analysis and on the classifier relevance analysis we have used two feature setups, namely HOG and Gabor wavelets and AdaBoost and SVM classifiers and we have evaluated the meta-classification scheme on Daimler dataset. The results are presented in Table 5.10. There is a trade-off between speed and performance. One may notice that the AdaBoost trained on HOG is the fastest but has the smallest performance, while SVM trained on Gabor features has the highest accuracy but it is very slow.

We refine our results to pedestrians having heights higher than 100 pixels and having at least 90% of the body visible. The results are shown in Table 5.11. The performance rates are

Table 5.11: Complex meta-classifier performance for pedestrians with heights greater than 100 pixels and 90% of the body being visible

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Feature</th>
<th>Frames per second</th>
<th>Log Average Miss rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>AdaBoost</td>
<td>HOG</td>
<td>14 fps</td>
<td>29%</td>
</tr>
<tr>
<td>AdaBoost</td>
<td>Gabor</td>
<td>2 fps</td>
<td>25%</td>
</tr>
<tr>
<td>SVM</td>
<td>HOG</td>
<td>10 fps</td>
<td>27%</td>
</tr>
<tr>
<td>SVM</td>
<td>Gabor</td>
<td>0.8 fps</td>
<td>24%</td>
</tr>
</tbody>
</table>
better reaching up to 76% detection performance with only one false detection at every 10 frames.

5.3.3 Part Based Attitude Meta-Classifier

Considering the results of the previous sections we introduce part based representation to attitude based classifiers published in [190]. The method considers four pedestrian models: front, rear, lateral left, lateral right (named attitudes or poses). Our original contribution resides in the development of a classification scheme based on these models. We train a root classifier on all pedestrian attitudes. This root classifier has a high true positive rate but the false positive rate is not very low. Yet it has the role of identifying pedestrian hypotheses fast. These hypotheses are further refined by the specific classifiers trained for different attitudes. Hence the attitude classifiers have the role of refining the false positive detections of the root classifiers.

Another original contribution resides in the representation of the pedestrian model. We use a block based feature computation approach. Our classifiers are trained using Histogram of Oriented Gradient features (HOG) and Local Binary Patterns (LBP). The novelty resides in the combination of the multi-attitude representation of the pedestrian model with part based feature extraction. That is we define several pedestrian models corresponding to front, rear and lateral attitude and we do not compute the features on the whole pedestrian model, but we extract features parts of interest that are positioned along different pedestrian body parts. Each part is composed of overlapping blocks of dimension 16x16 pixels having an overlap of 8x8 pixels. This part based approach is useful for capturing the variations in shape and position of different pedestrian body parts. We try to model the variance in arms, legs and torso.

We have tested our method in the framework of a stereo-vision system [191]. This system performs several preprocessing operations, among which pedestrian hypotheses generation. The obtained intensity image corresponding to the pedestrian hypothesis is input to our star-based classification scheme that provides a confidence score.

We have also tested the method on monocular images from the Daimler pedestrian dataset. We have considered intensity images (without any stereo-vision information) and we applied a scanning window approach. These experiments show the method has a good accuracy even if for the particular test setup it was time consuming due to the lack of a fast pedestrian hypothesis generation (that we benefit from in the stereo-vision based framework). In order to obtain training data for the attitude classifiers we have analyzed the Daimler pedestrian benchmark data.

Method Overview

The method we propose makes use of the following:

- Stereo-based pedestrian hypothesis generation;
- Component based pedestrian representation by using parts of interest for multiple pedestrian attitudes;
• Visual descriptors based on Histogram of Oriented Gradients and Local Binary Patterns.

• Mixture of expert classifiers based on cascades of AdaBoost learners.

• Detection refinement based on non-maximum suppression.

Our method's originality resides in the development of a pose specific analysis (front view, lateral view and rear view) of pedestrians and in the usage of classification models for each pose based on a block feature computation scheme.

The architecture of the proposed approach is described in Figure 5.25. For each input hypothesis our framework computes the HOG descriptors and the LBP descriptors defined on particular parts. Then the descriptors are concatenated into a single feature vector and it is passed to the classification component that returns a confidence score for the input hypothesis.

Part Based Representation

For each of the five pedestrian data representation we use different parts. In order to define these parts we made a block-based analysis of the degree of homogeneity in the gradient magnitude that captures the variations in intensity. For a given image we extract the gradient magnitude and then we divide the image into overlapping blocks of dimension 16 × 16 pixels. The overlapping factor is of 8 × 8 pixels. For each block we compute the normalized histogram of gradient magnitudes, \( p(f) \), with \( f \in [minG, \ldots, maxG] \), minG is the minimum value of the magnitudes in the image and maxG is the maximum value of the magnitudes in the whole image. Then for each block we measure the homogeneity, \( E \):

\[
E = \sum_{f=minG}^{maxG} (p(f))^2
\]  

(5.1)

We analyze each attitude separately and for each we define parts that are comprised of bocks with minimum values of \( E \). We have considered the parts such that we cover the variances of different body parts. Figure 5.26 shows the parts we have used for each attitude and for the root.

Star Classification Model

The pedestrian detection method we propose employs the combination of a root classifier with attitude-specific classifiers. We will refer this structure as being a star detection model. We build five classifiers: (1) Root – is a generic classifier trained on all pedestrian attitudes.
Its mission is to rapidly identify pedestrians on the trade-off of a larger false positive rate. Its
detections will be further refined by the pose-specific classifiers that have a high true positive
rate and a very low false positive rate (hence they will eliminate the possible false detections
of the root classifier). (2) Front – is a specialized classifier considering as positive set only
front pose pedestrians. (3) Rear (or back) – is a learner focused on rear pedestrian attitude.
(4) Lateral Left – is a classifier concentrated on pedestrians facing left. (5) Lateral Right – is
a particular classifier that considers only the pedestrians facing right. Figure 5.27 represents
the architecture of the star classification scheme. Each of the five learners is a cascade of
AdaBoost classifiers containing 2 stages. The final classification score is a combined vote
between root and attitude classifiers. The fusion of classification outputs is done using a
majority vote filtered by the root classifier. We have five classifiers: \( c_1, c_2, c_3, c_4, c_5 \), with
\( c_1 \) being the root classifier and the others are attitude classifiers. Each of them provides a
response for a test image \( I \). The set of responses is \( r_1(I), r_2(I), r_3(I), r_4(I), r_5(I) \) and each
response is a weighted combination of weak learners responses. If the root response \( r_1(I) \)
is greater than a given threshold \( t_1 \) then we have a high probability that \( I \) is a pedestrian
and we analyze the votes of the attitude classifiers. The decision is based on the majority
voting scheme: \( v = \max(r_2, r_3, r_4, r_5) \). If the maximum response \( v \) is greater than a threshold \( t_v \) then we consider the image \( I \) is a pedestrian, otherwise it is not. The thresholds are particular for each classifier and they have been chosen empirically. Figure 5.28 shows the voting scheme. The proposed method has a high applicability in systems for which motion information can be captured. Based on the motion law (speed, direction), one can apply only the attitude-specific classifiers and this leads to a very small execution time for pedestrian classification. But for the purpose of this paper we validate our results without considering motion information.

**Refining the Hypothesis Location**

During the test and evaluation phase we perform a supplementary analysis of the detection window in order to identify optimal locations of the parts for each attitude. We find the areas having minimum homogeneity and based on those areas we define a penalty score. By this operation we try to capture small variations in body part positions with respect to the original parts that we have defined. For each attitude we consider separately the original parts of interest (shown in Figure 5.26) and we analyze a neighbouring region of each block. In that neighbouring region we find the optimal location of the block (for a test image) based on minimum homogeneity \( E \). Figure 5.29 depicts the process. We perform this analysis for each part of a given attitude and we obtain best part locations. Based on these locations we introduce a penalty score that measures the displacement with respect to the original positions. The penalty score is high when parts are shifted in different directions with respect to the original position and it is small when parts are not shifted or they are all displaced with similar offsets with respect to the original. We will exemplify how we compute the penalty score for a given attitude \( a_j \). Suppose that for \( a_j \) we have five parts...
Figure 5.29: Analysis of block homogeneity for optimal part location generation

represented by top-left coordinates, width and height. Their original positions with which the training of the classifier was made is defined by: \( o_1(x_{o1}, y_{o1}, w_{o1}, h_{o1}), \ldots, o_5(x_{o5}, y_{o5}, w_{o5}, h_{o5}) \).

After the analysis of the neighbourhood region for each of the five blocks we obtain the best positions using minimum homogeneity analysis: \( b_1(x_{b1}, y_{b1}, w_{b1}, h_{b1}), \ldots, b_5(x_{b5}, y_{b5}, w_{b5}, h_{b5}) \). We measure the displacements of the best block position with respect to the original positions:

\[
\begin{align*}
    d_{x_i} &= x_{oi} - x_{bi}; \\
    d_{y_i} &= y_{oi} - y_{bi}; \\
    i &\in (1 \ldots 5).
\end{align*}
\]

We compute the standard deviation of the displacements on the x axis: \( \sigma_x \) and on the y axis: \( \sigma_y \). The penalty is directly proportional with the sum of standard deviation on both axes \( \sigma_x + \sigma_y \). The features will be computed in the best matching positions and the score returned by the attitude classifier will be multiplied with the penalty score.

We also perform a non-maximal suppression step for eliminating multiple detections. For our experiments we have used a method that chooses the smallest subset of the bounding boxes such that each remaining bounding box is within overlap of one of the chosen bounding boxes. The score of each bounding box is set to the sum of the scores of the bounding boxes it covers.

**Experimental Results**

We have created a framework for the training and evaluation of the proposed method.

**Training setup**

For training the star-classifier we have used Daimler pedestrian dataset. We scaled all pedestrian images to have a dimension of \( 64 \times 128 \). We made an analysis of this database and we manually labeled images corresponding to four different attitudes and this resulted in:

- Frontal pedestrian images: 1800
- Back (rear) pedestrian images: 4500
- Lateral left pedestrian images: 2600
- Lateral right pedestrian images: 2600

We left out the images that did not fall in any of these four categories. For each image in the training database we have extracted HOG and LBP features having the following parameters:

- HOG parameters: block size = \( 16 \times 16 \), cell size = \( 8 \times 8 \), number of bins = 9, normalization in blocks = \( L2Hys \);
• LBP parameters: circle of radius 1, considering 8 neighbours. We have used uniform patterns and we had 59 labels; The LBP descriptors were grouped in overlapping blocks of dimension $16 \times 16$ with an overlapping of $8 \times 8$ pixels. A histogram of descriptors was computed for each block.

For training the star cascade classifier we have used the implementation of Real AdaBoost in [181]. As weak learners we employed decision stumps. Each classifier has 500 weak learners. The star-classification scheme is comprised of five learners: root and four attitude cascades, each having 2 stages.

**Results and evaluation procedure**

We have evaluated the proposed method in two different scenarios

(a) On intensity images from a standard dataset that has ground truth labels for test images.

(b) On pedestrian hypothesis obtained in the context of a stereo-vision framework.

The log average miss rate of the star classifier on Daimler dataset is about 45% outperforming the classical HOG classifier. For evaluation we have used the per image evaluation measure [87]. This measure is hit for pedestrians having height greater than 50 pixels and partially occluded (that is at least 50% of the body is visible). For pedestrians having a height greater than 100 pixels and not occluded the log average miss rate is of about 20%. That is the star classifier detects correctly about 80% of the pedestrians that are not occluded and are closer to the camera.

Another test case was made using the pedestrian hypothesis generated by the stereo-vision system. The results are shown in Figure 5.30.

For the evaluation on the hypotheses generated by the stereo-vision system we took a sequence in an urban environment setting. We manually annotated the pedestrians and non-pedestrian objects (such as cars or poles). Then we run our star-based classification scheme on the annotated sequence.

We evaluated the performance when applying just the root classifier (blue curve in Figure 5.30) and when applying the star classification (red curve). It can be noticed that the star based classification has better results.

The execution time for one cascade is comparable to real-time execution but the application of five different cascades is time consuming and further improvements should be made on this aspect. We hit an execution time of 16 fps.

As future improvements we can either use motion and direction information and apply only the root and the specific pose classifier, or we can reduce the number of stages in each cascade. Some results on the images taken with our stereo-based framework are displayed in Figure 5.31.

**5.3.4 Bag of Words For Pedestrian Detection**

The bag of words model has been actively adopted by content based image retrieval and image annotation techniques. We employ this model for the particular task of pedestrian
Figure 5.30: Evaluation of root vs. multi-attitude star classification model on stereo-based pedestrian hypotheses

Figure 5.31: Pedestrian detection results
detection in two dimensional images, producing this way a novel approach to pedestrian
detection. The work was published in [192] and used by [193].

We perform a study of two types of representations used for pedestrian detection:

- Representation based on primitive features: we have extracted relevant visual features
  in the field of pedestrian detection, namely Haar and Histogram of oriented Gradient
  (HoG).

- Representation based on codebook computed from primitive features.

We apply the same classification algorithm to both representation, for features computed on
images in benchmark datasets. We notice that the codebook representation provides better
detection results than the representation using primitive visual features.

Method Description

The methodology we employ is depicted in Figure 5.32. The main steps are the following:

1. Extract primitive features from different datasets. By primitive features we mean: Haar
   wavelets, HoG features.
2. Randomly choose a number of positive images and generate for them the codewords. Then take all the images in the positive and negative training set and compute the extended codebook.

3. Feed the primitive features to a classification module (AdaBoost).

4. Send the code-books for each feature to the classification module.

5. Compare the detection results of the previous two steps.

Algorithm for Codebook Generation From Visual Features

The Bag of Words (BoW) model has been introduced by natural language processing techniques and during the last years it has been used extensively in computer vision for the object recognition task.

To represent an image using BoW model, an image can be treated as a document. For the image context we need to define the “word” concept. This concept has different meanings and representations depending on the task we need to solve, on the images and on the features extracted for them.

Three main computational steps are employed by the bag-of-words model [194]:

1. feature detection: extract several local patches (or regions), which are considered as candidates for basic elements, “words”.

2. feature description: each image is abstracted by several local patches. Feature representation methods deal with how to represent the patches as numerical vectors. These methods are called feature descriptors.

3. The final step is to convert vector represented patches to “codewords” that are representative for several similar patches. One simple method is performing K-means clustering over all the vectors.

We have modified the classic approach of the bag-of-words model by transforming the local patches into features. Our idea is to find the most representative features by clustering and then, for each image compute a histogram representation that stores the information about how many features are in the clusters. The steps of our algorithm are:

1. Randomly choose $p$ images from the training data set.

2. For each image compute the features. The number of features may differ from image to image. We denote $f_i$ the number of features computed for the $i^{th}$ image.

3. Construct a large feature space by putting all the features for all images in a single feature vector.

4. Perform a supervised clustering using all the features of the large feature vector.

5. The features representing the centers of the clusters will be the codewords.
These steps are done for each class of objects, in our case for the Pedestrian class and for the NonPedestrian class.

The second major step consists in representing an image by its codebook. To obtain the codebook representation of an image we do the following:

- Compute all the features of the image;
- Find the cluster to which each feature belongs;
- Count how many features are in each cluster;

The final codebook representation feature vector associated to an image has a number of elements equal to the number of clusters and the value of the element at position \( i \) is given by the number of features that belong to cluster \( i \) for the given image.

![Codeword generation for images in a given class](image)

**Figure 5.33: Codeword generation for images in a given class**

**Evaluation**

We perform our evaluation on Daimler and NICTA pedestrian datasets.

**Experimental set-up**

For both features, Haar and HOG, and for both representations (codebook and primary) we have used the AdaBoost classification method. Our experiments have been done with the machine learning library, WEKA \(^1\) [166]. The parameters of the ensemble learning algorithm were the following:

- Weak learner type: decision stump.
- Number of iterations: 10.

\(^1\)http://www.cs.waikato.ac.nz/ml/weka/
As clustering method for generating the codewords we have used k-means. The general idea of k-means is that being given a set of observations \((x_1, x_2, \ldots, x_n)\), where each observation is a \(d\)-dimensional real vector, the algorithm tries to partition the \(n\) observations into \(k\) sets \((k \leq n)\) \(S = S_1, S_2, \ldots, S_k\) so as to minimize the within-cluster sum of squares (WCSS):

\[
\arg\min_S \sum_{i=1}^{k} \sum_{x_i \in S_i} ||x_j - \mu_i||^2
\]  

(5.2)

where \(\mu_i\) is the mean of points in \(S_i\).

**Haar features influence on codebook based detection**

The first experiment comprised Haar features computed on Daimler dataset.

**Classification results based on primitive Haar features**

For Daimler dataset we have randomly chosen 5000 negatives images and 4800 positives images and we have created a classification model. The number of Haar features was equal to 840 for each image.

For the test set we have considered all the other images, that is: 20000 negatives and 19195 positives. The results are the following:

- Correctly Classified Instances = 32981 that is 84.1459 %;
- Incorrectly Classified Instances = 6214 that is 15.8541 % of the total number of samples;
- Kappa statistic = 0.6831;
- Mean absolute error = 0.2644;
- Root mean squared error = 0.3515;
- Relative absolute error = 52.9121 %;
- Root relative squared error = 70.3168 %;

The detailed accuracy by class is:

The confusion matrix is given in table 5.13.

**Classification results based on Haar codebook representation**

For the codebook representation of Haar features extracted on Daimler dataset we have randomly chosen 500 positives and 500 negatives. We have used them for generating a bag of words model for the positive data and a bag of words model for the negative data. Each of the models contained 70 codewords (we have generated 70 clusters). Next we have randomly chosen other 4800 positive images that we have used for generating the codebooks of positives and we have picked randomly 5000 negatives for generating the codebook of negatives. All the remaining images have been used for creating the test data that contained: 19208 pedestrians and 19984 non-pedestrians. The results are much better than in the case of primitive Haar features:

- Correctly Classified Instances = 39148 that is 99.8877 %;
### Table 5.12: Primitive Haar Detailed Accuracy on Daimler dataset

<table>
<thead>
<tr>
<th>Class</th>
<th>Measure</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pedestrian</td>
<td>TP Rate</td>
<td>0.866</td>
</tr>
<tr>
<td>Pedestrian</td>
<td>FP Rate</td>
<td>0.182</td>
</tr>
<tr>
<td>Pedestrian</td>
<td>Precision</td>
<td>0.82</td>
</tr>
<tr>
<td>Pedestrian</td>
<td>Recall</td>
<td>0.866</td>
</tr>
<tr>
<td>Pedestrian</td>
<td>ROC-Area</td>
<td>0.9</td>
</tr>
<tr>
<td>NonPedestrian</td>
<td>TP Rate</td>
<td>0.818</td>
</tr>
<tr>
<td>NonPedestrian</td>
<td>FP Rate</td>
<td>0.134</td>
</tr>
<tr>
<td>NonPedestrian</td>
<td>Precision</td>
<td>0.864</td>
</tr>
<tr>
<td>NonPedestrian</td>
<td>Recall</td>
<td>0.818</td>
</tr>
<tr>
<td>NonPedestrian</td>
<td>ROC-Area</td>
<td>0.9</td>
</tr>
</tbody>
</table>

### Table 5.13: Confusion Matrix for Primitive Haar on Daimler dataset

- Incorrectly Classified Instances = 44 that is 0.1123 % of the total instances;
- Kappa statistic = 0.9978;
- Mean absolute error = 0.0014;
- Root mean squared error = 0.0259;
- Relative absolute error = 0.2776 %;
- Root relative squared error = 5.1845 %;

The detailed accuracy by class is given in table 5.14:

<table>
<thead>
<tr>
<th>Class</th>
<th>Measure</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pedestrian</td>
<td>TP Rate</td>
<td>0.999</td>
</tr>
<tr>
<td>Pedestrian</td>
<td>FP Rate</td>
<td>0.001</td>
</tr>
<tr>
<td>Pedestrian</td>
<td>Precision</td>
<td>0.999</td>
</tr>
<tr>
<td>Pedestrian</td>
<td>Recall</td>
<td>0.999</td>
</tr>
<tr>
<td>Pedestrian</td>
<td>ROC-Area</td>
<td>0.999</td>
</tr>
<tr>
<td>NonPedestrian</td>
<td>TP Rate</td>
<td>0.999</td>
</tr>
<tr>
<td>NonPedestrian</td>
<td>FP Rate</td>
<td>0.001</td>
</tr>
<tr>
<td>NonPedestrian</td>
<td>Precision</td>
<td>0.999</td>
</tr>
<tr>
<td>NonPedestrian</td>
<td>Recall</td>
<td>0.999</td>
</tr>
<tr>
<td>NonPedestrian</td>
<td>ROC-Area</td>
<td>0.999</td>
</tr>
</tbody>
</table>

### Table 5.14: Codebook Haar Detailed Accuracy on Daimler dataset
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<table>
<thead>
<tr>
<th># Pedestrians</th>
<th>#NonPedestrians</th>
<th>Classified as</th>
</tr>
</thead>
<tbody>
<tr>
<td>19180</td>
<td>16</td>
<td>Pedestrians</td>
</tr>
<tr>
<td>28</td>
<td>19968</td>
<td>NonPedestrians</td>
</tr>
</tbody>
</table>

Table 5.15: Confusion Matrix for Codebook Haar on Daimler dataset

The confusion matrix is show in table 5.15.

The second experiment comprised Haar features computed on NICTA pedestrian dataset.

Classification results based on primitive Haar features

For NICTA training set we have considered 7000 positive images and 7000 negative images having a resolution of 16 × 40 pixels. The number of features extracted for each image equals 1152. For testing we have used 13785 pedestrian images and 23100 negative images. The classification results are as follows:

- Correctly Classified Instances = 32605 that is 88.3221 %;
- Incorrectly Classified Instances = 4311 that is 11.6779 % of the total instances;
- Kappa statistic = 0.7509;
- Mean absolute error = 0.1851;
- Root mean squared error = 0.291;

The detailed accuracy by class is provided in table 5.16:

<table>
<thead>
<tr>
<th>Class</th>
<th>Measure</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pedestrian</td>
<td>TP Rate</td>
<td>0.84</td>
</tr>
<tr>
<td>Pedestrian</td>
<td>FP Rate</td>
<td>0.091</td>
</tr>
<tr>
<td>Pedestrian</td>
<td>Precision</td>
<td>0.999</td>
</tr>
<tr>
<td>Pedestrian</td>
<td>Recall</td>
<td>0.848</td>
</tr>
<tr>
<td>Pedestrian</td>
<td>ROC-Area</td>
<td>0.949</td>
</tr>
<tr>
<td>NonPedestrian</td>
<td>TP Rate</td>
<td>0.909</td>
</tr>
<tr>
<td>NonPedestrian</td>
<td>FP Rate</td>
<td>0.16</td>
</tr>
<tr>
<td>NonPedestrian</td>
<td>Precision</td>
<td>0.999</td>
</tr>
<tr>
<td>NonPedestrian</td>
<td>Recall</td>
<td>0.904</td>
</tr>
<tr>
<td>NonPedestrian</td>
<td>ROC-Area</td>
<td>0.949</td>
</tr>
</tbody>
</table>

Table 5.16: Primitive Haar Detailed Accuracy on NICTA dataset

The confusion matrix is provided by table 5.17.

Classification results based on Haar codebook representation

For the codebook representation on the NICTA dataset we have randomly chosen 1000 positives and 1000 negatives with which we have generated the centers of the clusters. Then, the codebook representation for the training set was formed of 8000 positive images and 8000 negative images. The evaluation was done on a set that contained 13915 positives and 22999 negatives.
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<table>
<thead>
<tr>
<th># Pedestrians</th>
<th>#NonPedestrians</th>
<th>Classified as</th>
</tr>
</thead>
<tbody>
<tr>
<td>11695</td>
<td>2221</td>
<td>Pedestrians</td>
</tr>
<tr>
<td>2090</td>
<td>20910</td>
<td>NonPedestrians</td>
</tr>
</tbody>
</table>

Table 5.17: Confusion Matrix for Primitive Haar on NICTA dataset

The results are:

- Correctly Classified Instances = 36882 (99.9133 %),
- Incorrectly Classified Instances = 32 (0.0867 %),
- Kappa statistic = 0.9982;
- Mean absolute error = 0.0012;
- Root mean squared error = 0.0255;
- Relative absolute error = 0.2331 %;
- Root relative squared error = 5.1203 %

The detailed accuracy by class is depicted in table 5.18:

<table>
<thead>
<tr>
<th>Class</th>
<th>Measure</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pedestrian</td>
<td>TP Rate</td>
<td>0.999</td>
</tr>
<tr>
<td>Pedestrian</td>
<td>FP Rate</td>
<td>0.001</td>
</tr>
<tr>
<td>Pedestrian</td>
<td>Precision</td>
<td>0.998</td>
</tr>
<tr>
<td>Pedestrian</td>
<td>Recall</td>
<td>0.999</td>
</tr>
<tr>
<td>Pedestrian</td>
<td>ROC-Area</td>
<td>0.999</td>
</tr>
<tr>
<td>NonPedestrian</td>
<td>TP Rate</td>
<td>0.999</td>
</tr>
<tr>
<td>NonPedestrian</td>
<td>FP Rate</td>
<td>0.001</td>
</tr>
<tr>
<td>NonPedestrian</td>
<td>Precision</td>
<td>0.999</td>
</tr>
<tr>
<td>NonPedestrian</td>
<td>Recall</td>
<td>0.999</td>
</tr>
<tr>
<td>NonPedestrian</td>
<td>ROC-Area</td>
<td>0.999</td>
</tr>
</tbody>
</table>

Table 5.18: Codebook Haar Detailed Accuracy on NICTA dataset

The confusion matrix is displayed in table 5.19.

<table>
<thead>
<tr>
<th># Pedestrians</th>
<th>#NonPedestrians</th>
<th>Classified as</th>
</tr>
</thead>
<tbody>
<tr>
<td>13908</td>
<td>7</td>
<td>Pedestrians</td>
</tr>
<tr>
<td>25</td>
<td>22974</td>
<td>NonPedestrians</td>
</tr>
</tbody>
</table>

Table 5.19: Confusion Matrix for Codebook Haar on NICTA dataset
HOG feature influence on codebook based detection

For Histogram of Gradient orientation features we have used the standard parameters of computation:

- cell size of dimension (8 × 8)
- block size of dimension (16 × 16)
- block stride of 8 × 8
- unsigned gradient representation
- L2Hys normalization

As the Daimler dataset contains small images (18 × 36) the number of HoG descriptors having standard parameters is relatively small. That is why we have concentrated our experiments with HoG features on NICTA database working with images of dimension 64 × 80.

Classification results based on primitive HoG features

For the training set we have used 8000 positive images and 8000 negative images. For each image we have extracted 144 features. For testing we have used 16413 pedestrian images and 20503 non-pedestrian images.

The obtained results are as follows:

- Correctly Classified Instances = 30923 (83.7658%),
- Incorrectly Classified Instances = 5993 (16.2342%);
- Kappa statistic = 0.6662;
- Mean absolute error = 0.2136;
- Root mean squared error = 0.3352;

The detailed accuracy by class is shown in table 5.20:

<table>
<thead>
<tr>
<th>Class</th>
<th>Measure</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pedestrian</td>
<td>TP Rate</td>
<td>0.874</td>
</tr>
<tr>
<td>Pedestrian</td>
<td>FP Rate</td>
<td>0.185</td>
</tr>
<tr>
<td>Pedestrian</td>
<td>Precision</td>
<td>0.741</td>
</tr>
<tr>
<td>Pedestrian</td>
<td>Recall</td>
<td>0.874</td>
</tr>
<tr>
<td>Pedestrian</td>
<td>ROC-Area</td>
<td>0.922</td>
</tr>
<tr>
<td>NonPedestrian</td>
<td>TP Rate</td>
<td>0.815</td>
</tr>
<tr>
<td>NonPedestrian</td>
<td>FP Rate</td>
<td>0.126</td>
</tr>
<tr>
<td>NonPedestrian</td>
<td>Precision</td>
<td>0.915</td>
</tr>
<tr>
<td>NonPedestrian</td>
<td>Recall</td>
<td>0.815</td>
</tr>
<tr>
<td>NonPedestrian</td>
<td>ROC-Area</td>
<td>0.922</td>
</tr>
</tbody>
</table>

Table 5.20: Primitive HoG Detailed Accuracy on NICTA dataset
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# Pedestrians

<table>
<thead>
<tr>
<th># Pedestrians</th>
<th>#NonPedestrians</th>
<th>Classified as</th>
</tr>
</thead>
<tbody>
<tr>
<td>12168</td>
<td>1748</td>
<td>Pedestrians</td>
</tr>
<tr>
<td>4245</td>
<td>18755</td>
<td>NonPedestrians</td>
</tr>
</tbody>
</table>

Table 5.21: Confusion Matrix for Primitive HoG on NICTA dataset

The confusion matrix is displayed in table 5.21.

**Classification results based on HoG codebook representation**

For the codebook representation we have randomly chosen 1000 positives and 1000 negatives for which we have generated the clusters. The number of clusters is equal to 60. For computing the codebook representation of the training set we have chosen 8000 positives and 8000 negatives, while for testing we have analyzed 13825 positives and 23089 negatives.

The classification results are:

- Correctly Classified Instances = 35404 (95.9094 %);
- Incorrectly Classified Instances = 1510 (4.0906 %);
- Kappa statistic = 0.9128;
- Mean absolute error = 0.0601;
- Root mean squared error = 0.175 ;
- Relative absolute error = 12.0399 %;
- Root relative squared error = 35.0631 %.

The detailed accuracy by class is provided in table 5.22:

<table>
<thead>
<tr>
<th>Class</th>
<th>Measure</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pedestrian</td>
<td>TP Rate</td>
<td>0.943</td>
</tr>
<tr>
<td>Pedestrian</td>
<td>FP Rate</td>
<td>0.031</td>
</tr>
<tr>
<td>Pedestrian</td>
<td>Precision</td>
<td>0.949</td>
</tr>
<tr>
<td>Pedestrian</td>
<td>Recall</td>
<td>0.943</td>
</tr>
<tr>
<td>Pedestrian</td>
<td>ROC-Area</td>
<td>0.992</td>
</tr>
<tr>
<td>NonPedestrian</td>
<td>TP Rate</td>
<td>0.969</td>
</tr>
<tr>
<td>NonPedestrian</td>
<td>FP Rate</td>
<td>0.057</td>
</tr>
<tr>
<td>NonPedestrian</td>
<td>Precision</td>
<td>0.965</td>
</tr>
<tr>
<td>NonPedestrian</td>
<td>Recall</td>
<td>0.969</td>
</tr>
<tr>
<td>NonPedestrian</td>
<td>ROC-Area</td>
<td>0.992</td>
</tr>
</tbody>
</table>

Table 5.22: Codebook HoG Detailed Accuracy on NICTA dataset

The confusion matrix is shown in table 5.23.
# Pedestrians

<table>
<thead>
<tr>
<th># Pedestrians</th>
<th>#NonPedestrians</th>
<th>Classified as</th>
</tr>
</thead>
<tbody>
<tr>
<td>13115</td>
<td>800</td>
<td>Pedestrians</td>
</tr>
<tr>
<td>710</td>
<td>22289</td>
<td>NonPedestrians</td>
</tr>
</tbody>
</table>

Table 5.23: Confusion Matrix for Codebook HoG on NICTA dataset

## Conclusion

Several methods for pedestrian detection in monocular intensity images have been presented. The authors’ original contributions reside in the creation of a two fold partitioning of the pedestrian attitude space: (1) coarse partition that comprises basic attitudes like run, sand, walk and (b) fine partitioning that combines the basis attitudes with motion direction information: side, rear or front motion.

In the context of the two partitioning schemes feature mixture model that maps relevant features to attitudes is proposed and developed. The considered features are Histogram of Gradient Orientations, Directional Derivatives, Anisotropic Gaussians and Gabor features.

A pool of pattern classifiers that comprises AdaBoost, Bayesian Network, Neural Network and Support Vector Machines was created. An analysis of the performance of those pattern classifiers in the context of the multiple attitude partitioned space was performed. An original meta-classification scheme that combines several classifiers trained on different attitudes was described in this chapter. Based on the experimental results the author proves that the meta-classification scheme has better results than a generic pattern classifier trained on the un-partitioned input space.

Two original meta-classification schemes were designed and implemented:

1. Basic attitude meta-classifier that is trained on a coarse partition of the input space.
   - The division comprises three main attitudes: stand, run, walk. As features we use histogram of gradient orientations, directional derivatives and anisotropic Gaussians.
   - As pattern classifiers we employ Adaptive Boosting and Bayesian Networks.

2. Complex attitude meta-classifier that is trained on a fine partition of the input space.
   - We propose a segmentation based on semantic concepts that comprise a combination between the actions that pedestrians perform: stand, run, walk and the direction of movement front, back, lateral left, lateral right.

Both meta-classification schemes are evaluated in a stereo-vision framework and in a monocular system. For the stereo-vision system the basic attitude meta-classifier provides an overall improvement of about 5% and the complex attitude meta-classifier gives a pedestrian detection improvement of 8% leading to an overall detection accuracy of about 90%, while obeying the real time execution constraints.

For the monocular setup we use the Daimler pedestrian benchmark data. The basic meta-classifier evaluated with occluded pedestrians and pedestrians of all heights the method has a log average miss rate of about 49% outperforming the classical HOG classifier that has a log average miss rate of 52%. When evaluated on pedestrians with at least 80% of the body visible and with a height greater than 100 pixels the log average miss rate is of 30%. The basic meta-classifier achieves an execution time of 17 fps.
When evaluated on pedestrians having heights greater than 50 pixels and with at least 50% of the body visible the complex meta-classifier achieves a log average miss rate of 44% at 14 fps. If we refine the space by dealing with pedestrians that are closer (i.e. having a height greater than 100 pixels) and not heavily occluded (i.e. at least 90% of the body is visible) the performance rates are better reaching up to 76% detection performance with only one false detection at every 10 frames.

We enhance the multi-attitude scheme with the inclusion of part-based classifiers. We combine models for different pedestrian attitudes lateral, front, rear with a root classifier trained on all attitudes. The role of the root classifier is to identify pedestrians fast with the cost of admitting more false positives. The attitude classifiers come to refine the root decision and to eliminate the false detections and refine the positive detections. The root and attitude classifiers are trained on HOG and LBP features computed for different parts of interest defined based on edge homogeneity minimization function. The proposed method operates at 14 fps. The log average miss rate of the star classifier on Daimler dataset is about 45% outperforming the classical HOG classifier. For evaluation we have used the per image evaluation measure of the framework [87]. This measure is hit for pedestrians having height greater than 50 pixels and partially occluded (that is at least 50% of the body is visible). For pedestrians having a height greater than 100 pixels and not occluded the log average miss rate is of about 20%. That is the star classifier detects correctly about 80% of the pedestrians that are not occluded and are closer to the camera.

In our work we encompass a section in which we study the relevance of the codebook representation of different visual features like Haar and HOG. A general conclusion that can be drawn from the experiments we have performed is that, in terms of accuracy, the codebook representation overcomes the representation based on primitive features. Another advantage of the codebook is the dimension of data space that is much smaller and the classification algorithms work faster. Nevertheless, for a test image we still need to compute all the features in order to generate the codebook, hence the feature computation time is not reduced.
Chapter 6

Pedestrian Detection in Infrared Images

The infrared field is of high interest because it is sensitive to the heat emitted by objects. Hence the usage of an infrared camera can improve the accuracy of pedestrian detection for monocular visible cameras because infrared can be used in extreme conditions like rain, fog, snow and it overpasses the monocular cameras for night vision applications. The benefits of long wave infrared sensors (LWIR) are exploited and a solution for pedestrian localization and pedestrian detection in infrared images is proposed and developed. The 'infrared' term is used throughout the chapter to denote the long wave infrared band.

Most approaches for detecting pedestrians in automotive applications rely on stereo or monocular vision mainly for daytime conditions. A limitation of the visual spectrum is encountered at night or in difficult weather conditions when stereo vision is not feasible. For night vision pedestrian detection the infrared sensors have been used successfully because they capture the heat emitted by objects. The infrared sensors can also be used at daytime and enhance the accuracy of stereo vision or monocular vision based approaches by sensor information fusion.

The pedestrian appearance in infrared images is different from the look of a pedestrian in the visual field but the challenges that must be faced by a pedestrian detector hold due to the high variety of appearance given by clothing, accessories, body part positions, viewing angle (front, lateral, rear) and actions (walk, stand, run) performed by pedestrians. Another difficulty for a pedestrian detector on infrared images is given by the fact that an infrared image looks different at summer and at winter. In winter the pedestrian face appears as being lighter while the body is insulated by warm clothes and it is darker. In autumn and spring when temperatures are bellow 25 degrees the pedestrian head and body is more nicely visible because the clothes are less insulating than in winter. Usually the cars and heated buildings are also clearly visible in those conditions, while the road, the sky or other cold objects appear to be darker in the IR image. In summer when temperatures are very high (above 30 degrees) the road and the sky are hotter and appears lighter than the buildings. Depending on the environment temperature the pedestrians might be darker than the background in hot summer days. To overcome the difference between appearances in summer and winter, a polarity inversion algorithm can applied on IR images taken in hot summer days such that the pedestrians are lighter than the environment.
This chapter presents approaches for detecting pedestrians in long wave infrared images referred to as ‘infrared’ and abbreviated as IR. The appearance of a pedestrian in IR images is usually lighter than the appearance of the environment, but it is influenced by several factors like: different levels of clothing insulation, environmental temperature (an IR image looks different at summer and at winter), accessories, body part positions, viewing angle (front, lateral, rear) and actions (walk, stand, run) that a pedestrian may perform. Hence the detection of pedestrians in infrared images is a challenging task.

A solution proposed by the author is also explained. The described solution considers the above mentioned constraints and difficulties and it is two-fold:

- First it generates a region of interest (ROI) that comprises parts of the image that have a high probability of containing a pedestrian.
- Second it applies a pedestrian detector in the identified ROI.

The region of interest generator was designed based on the following considerations:

1. Pedestrians are vertical structures in the image hence vertical edge information is extracted and uniform areas such as the sky or parts of road and buildings are removed. Some of the vegetation is eliminated and areas having a high density of connected vertical edges are enhanced.

2. In an automotive setup closer pedestrians have a large height opposed to far pedestrians that are smaller. In each region of the image the dimension of the scanning windows that must be retained by the region of interest generator is determined.

3. Usually in all environment conditions the pedestrian head and legs appear as light spots in the image. In order to make the whole body uniform a combination of morphological operations and adaptive thresholding to keep as much as possible of the pedestrian body in the region of interest is applied.

The methods explored by the author also comprise the analysis of four channel features for pedestrian detection in infrared images. These features are: the intensity channel also referred as infrared channel, histogram of gradient orientations (HOG), normalized gradient magnitude (MN) and local binary patterns (LBP).

A dataset of pedestrian models in long wave infrared images is created. The dataset is created from video sequences taken in autumn and winter and it comprises over 3000 pedestrian instances annotated from traffic scene images. The proposed framework is suitable for night vision because in far-infrared images pedestrians generally appear warmer than the background.

### 6.1 Survey of Current Approaches

A survey of approaches is given by [32], [199], [200] and [201]. They provide details on infrared based technologies for pedestrian collision avoidance systems.

Based on these surveys a generic scheme valid for pedestrian detection in images from all types of sensors is identified. This scheme comprises the generation of pedestrian hypothesis candidates, extraction of relevant features and the actual classification.
For the generation of the regions of interest (ROI) existing methods combine the presence of hot spots with edge and texture information [202], [203]. A horizontal segmentation of the infrared image is presented in [204]. Another approach is employed by [205] that besides thresholding and edge detection perform ROI generation based on symmetry by computing the local direction of gradients. Edge symmetry information is combined with intensity profile analysis and road detection using infrared stereo in the work of [199]. A candidate generation method driven by the search of pedestrian head is employed by [206], [207]. By simple thresholding they find the blobs corresponding to the head and grayscale correlation is used for validation of the bounding boxes. Next they compute the symmetry of vertical edges on a bounding box approximated from a set of geometric constraints. Then an adaptive linear gain curve is applied to areas of the image with a high vertical symmetry in order to extract the silhouette of the warm objects detected. In the work of [208] the ROI is extracted based on discrete keypoints computed from the phase coherence image using the maximum and minimum moment of covariance.

When using a classification method that learns a discriminative function for the detection of pedestrians several visual features have been explored. Such features may be edgelets [209], multi-block binary patterns (MLBP) [210], local binary patterns (LBP) and their variations [211], histogram of oriented gradients (HOG) [212], [213], combination of HOG with contour based features [214]. Other methods exploit the benefits of scale invariant descriptors like discrete keypoints [208], SURF [215], or codebook dictionaries build upon SURF descriptors [216] that use reciprocal nearest neighbor (RNN) search to group similar SURF features into a tree like code book. Their work is extended by [217] that add several fast computing global features that improve the discriminative power representation. Intensity Self Similarity (ISS), adapted to pedestrian detection in far IR images is proposed by [218]. The ISS encodes the distribution of color as repetition across the image. Contrast invariant features named HOPE are proposed by [219] that exploit the local information histogram of orientations of phase coherence. An evaluation of several combinations of features and classifiers is done in [220]. They include features like Principal Component Analysis (PCA), LBP, HOG and HOPE.

For the actual pedestrian detection [203] use a shape correlation algorithm based on shaded 3-D pedestrian models. Correlation with precomputed deformable probabilistic models is also employed by [206], [207]. [204] use a template matching method that compare the similarity between multi-dimensional shape-independent feature vectors for previously generated ROIs and one generic pedestrian template. The shape independent feature vector comprises brightness histograms, image inertial, and contrast. Pattern correlation and trained pattern classification has been explored by [221] that combine (1) hierarchical contour matching based on distance transform; (2) Haar based cascade classification and (3) several hyper permutation networks that transform the original input image into the per pixel likelihood image. Support vector machines are employed by [212] that frame the SVM detector in a complete system, which deals with stereo infrared images. SVM is also employed by [213], [216], [217], [214] and [208], [219]. The use of Dempster-Shafer theory (DST) to combine in a finer way the outputs of SVM classifiers is presented by [222]. An adaptation of a latent variable SVM for far infrared images is proposed by [220]. Other classification methods explored by state of the art algorithms are artificial neural networks [223] and boosting [224]. An an Implicit Shape Model is build by [215] in order to describe the codebook for the pedestrian class. Classification is done by SURF feature matching that cast votes for object center
locations in a 3D Hough voting space. Probabilistic models are employed by [225]. They use four different models in order to recognize the pose of the pedestrians: open, almost open, almost closed and fully closed legs are detected.

6.2 Detection by Means of Feature Scaling

For the method that uses feature scaling the main steps are as follows:

- Region of interest generation that has the role of rapid identification of the areas in the infrared image that may contain pedestrians.
- Feature extraction – that computes HOG, LBP and gradient magnitude channels from a fixed predefined set of infrared image scales.
- Multiple scale image feature approximation – that performs a fast computation of channel features for intermediate scales. The intermediate scales are in the range of the fixed scales at the previous step.
- Classification using AdaBoost classifiers – does the actual detection.
- Non maximal suppression – removes multiple overlapped close detections.

The region of interest generator is described in the previous section.

6.2.1 Feature Extraction

Several feature configurations in order to find a best setup for pedestrian detection in infrared images have been experimented.

Normalized gradient magnitude features computed as described by [31] and [86] are computed as:

\[
\tilde{M}(i; j) = M(i; j)/(\overline{M}(i; j) + 0.005) \tag{6.1}
\]

where \(\overline{M}\) is the average gradient magnitude in each \(11 \times 11\) image patch (computed by convolving \(M\) with an \(L_1\) normalized \(11 \times 11\) triangle filter).

Next local gradient histograms on image blocks of dimension \(4 \times 4\) pixels are computed. For each pixel of an image \(I\) the gradient magnitude and the orientation are computed. Next the gradient histogram for an image is extracted. For the histogram each pixel provides a vote that is weighted by its gradient magnitude. The bin of each pixel corresponds to its gradient orientation. The approach in [86] is used and the image is divided into blocks of \(4 \times 4\) pixels and then in each block the gradient histogram is computed. A number of bins equal to 6 is used. The votes for three of the bins are presented in sub figures 6.1(d), 6.1(e), 6.1(f). The other votes are not shown because they are not so visible in the given context of an infrared image.

Another employed feature is the local binary pattern [155]. For each point of an image \(I\) the LBP operator generates a binary code considering a threshold-ed difference of intensity values between the pixel and some points in its local neighborhood. The threshold value is
zero. The number of features extracted by the LBP operator can be reduced by using the so called uniform patterns [159]. These patterns are used to reduce the length of the feature vector and also implement a simple rotation-invariant descriptor. A local binary pattern is called uniform if the binary pattern contains at most two bit wise transitions from 0 to 1 or vice versa when the bit pattern is traversed circularly [160].

Experiments with several versions of LBP include:

- LBP59 – the LBP using uniform patterns with at most two transitions of 0 and 1s and this resulted in 59 different labels;

- LBP37 – the uniform 59 LBP was cyclically rotated such that the obtained binary number is minimum. There are 37 patterns obtained by this cyclic rotation.

- LBP256 – the classical LBP pattern.

The used features are depicted in Figure 6.1.

**Multiple Scale Image Feature Approximation**

This step is extremely important for ensuring a fast execution of the overall detection process. The classical methodology of a pedestrian detector is based on computing the features for one scale of the image, than slide the detection window and mark positive answers. Next, scale the image and recompute features and repeat the sliding process. Image scaling, feature computation and sliding window detection for a large number of scales is time consuming. In the proposed method the idea presented in [31] and [86] with the so called Aggregated Feature Channels [87] is used. The method uses 27 scales. The four mentioned features
are computed for the predefined scales equal to 1, 0.5, 0.25, 0.125, while the values of the features for 7 intermediate scales are approximated from neighboring scales. Exact feature scaling computation and approximation methodology is detailed in [86]. The LBP features were integrated in the framework of [87].

Shortly the main steps are:

- Given an input image $I$, compute several channels $C = \Omega(I)$, sum every block of $4 \times 4$ pixels in $C$, and smooth the resulting lower resolution channels.
- Instead of computing the features for each scale the ACF method computes $I_s$ and $C_s = \Omega(I_s)$ for only a sparse set of $s$ (once per octave).
- At intermediate scales $C_s$ is computed by approximation.
- The pyramid obtained by computed and approximated features is scanned with a window of dimension $32 \times 64$

<table>
<thead>
<tr>
<th>Nb.</th>
<th>Scale Factors computed ; approximated</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1 0.91 0.84 0.77 0.70 0.65 0.59 0.54 0.50 0.45 0.41 0.38 0.35 0.32 0.30 0.27 0.25</td>
</tr>
<tr>
<td>2</td>
<td>1 0.91 0.84 0.77 0.70 0.65 0.59 0.54 0.50 0.45 0.41 0.38 0.35 0.32 0.30 0.27 0.25</td>
</tr>
<tr>
<td>4</td>
<td>1 0.91 0.84 0.77 0.70 0.65 0.59 0.54 0.50 0.45 0.41 0.38 0.35 0.32 0.30 0.27 0.25</td>
</tr>
<tr>
<td>7</td>
<td>1 0.91 0.84 0.77 0.70 0.65 0.59 0.54 0.50 0.45 0.41 0.38 0.35 0.32 0.30 0.27 0.25</td>
</tr>
</tbody>
</table>

Table 6.1: Examples of scale approximation factors

Table 6.1 shows with blue the scale factors that are computed and in red the scale factors that are approximated.

### 6.2.2 Classification Using AdaBoost

For classification a cascade of AdaBoost classifiers is used [87]. Their classification score is a linear combination of weighted weak learner responses. A cascade of such composite ensemble is used. The cascade has four stages and each stage has the same positive training set, while the negatives for each stage are the false positives of the previous stage. Each weak learner is a decision tree. The number of weak classifiers in the stages is 256, 512, 1024, 2048.

### 6.3 Pedestrian Detection in IR With Multiple Scale Boosted Cascades

Another approach for the classification task is to train eight boosted cascades, each working with a specific size of training images. Hence the so called approach of one image scale and multiple detector sizes is adopted. For each size an aspect ratio of 0.5 is used. Each cascade is trained until it reaches specific false positive and true positive rates. Negatives’ bootstrapping is applied for each stage of the eight cascades.
Figure 6.2: Blue border – features are computed, Red border – features are approximated
By the sizes of the models the entire height dimension of infrared pedestrians captured by the IR sensor is covered and for this method we work with images having a resolution of $320 \times 240$ pixels in order to obtain a speed-up improvement.

### 6.4 Cascade of AdaBoost Classifiers

As classification method a cascade of boosted classifiers is employed. This concept was introduced by [154]. Each boosted classifier is a threshold-ed linear combination of a variable number of weak learners that are decision stumps. As input the number of stages (i.e. the number of boosted classifiers) and a target false positive rate and a target detection rate are provided. Each stage in the cascade reduces the false positive rate and decreases the detection rate. Each stage is trained by adding weak learners until the target detection and false positive rates are met.

The classical approach with scan window pedestrian detection is to scan the image with a window of constant size for which a classification model was built, and mark all positive detections. Then the image is scaled up and down with a certain number of factors and the scan window procedure is repeated. This process image pyramid scan window is extremely slow.

Instead of the image pyramid the model of [30] is adopted, that instead of rescaling the image learned models at few different scales.

Eight different scales are proposed for which models are trained. At each scale an aspect ratio of 0.5 is used. This ratio results from the analysis of more than 3000 annotated pedestrians in real traffic scenes.

The eight window sizes are: $24 \times 48$, $36 \times 72$, $48 \times 96$, $60 \times 120$, $72 \times 144$, $84 \times 168$, $86 \times 192$, $108 \times 216$. Each of the eight models is a cascade of AdaBoost classifiers that are trained until each stage in the cascade has a true positive rate of 0.99 and a false positive rate of 0.01.

A diagram of our cascade model is shown in the figure 6.3.

### Evaluation

**Evaluation of pedestrian detection using feature scaling**

The Aggregated Channel Feature method uses 7 approximation scales per octave and in total there are 8 scales per octave. The number of approximated scales per octave was varied and the impact on accuracy and execution time was studied. First no approximations were adopted. This means the features are computed for every scale (27 scales in total). For comparison we have considered the following set of number of approximated scales per octave: 0, 2, 4, 7. This was done for the ACF method that uses HOG, Normalized gradient and IR channels, and for the ACF method in combination with LBP256, LBP59 and LBP37. The performance of the detection was evaluated using full image evaluation as described by [36]. The miss rate against the percent of false positives per image using the evaluation toolbox provided by [87] is measured.
Table 6.2 shows the frames per second rate (fps) and the log average miss rate (lamr) for different channels and for several approximated scales per octave. Several configurations for LBP features in combination with the classical channels like: HOG, normalized gradient magnitude (MN) and LUV image were considered. Instead of the LUV color space the infrared image (IR) is used.

Table 6.2: Comparison of execution time and log average miss rate for different methods

<table>
<thead>
<tr>
<th>Channels</th>
<th>0</th>
<th>2</th>
<th>4</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>HOG MN IR LBP256</td>
<td>4.3</td>
<td>37.10%</td>
<td>10</td>
<td>40.67%</td>
</tr>
<tr>
<td>HOG MN IR LBP59</td>
<td>6</td>
<td>35.36%</td>
<td>11</td>
<td>41.47%</td>
</tr>
<tr>
<td>HOG MN IR LBP37</td>
<td>6</td>
<td>35.33%</td>
<td>13</td>
<td>38.42%</td>
</tr>
<tr>
<td>HOG MN IR</td>
<td>16</td>
<td>38.67%</td>
<td>24</td>
<td>41.38%</td>
</tr>
</tbody>
</table>

Table 6.2: Comparison of execution time and log average miss rate for different methods

One can notice that in all types of channel combinations the best performance is achieved when no feature channel approximation is done. Yet, for those cases the execution time is high. If the number of approximated scales is increased then the execution time decreases in disadvantage of a lower accuracy.

From the comparative analysis it can be noticed that the LBP features bring an improvement in terms of accuracy but lower the execution time. A reasonable setup, as shown in
Table 6.2 would be the combination of HOG, MN, IR and LBP37 and their approximation for a number of 4 scales per octave. This leads to an accuracy of 39.5% that is close to the best accuracy obtained without feature approximation for HOG, MN and IR, that is 38.87%, having lower execution time of about 18fps. The log average miss rate curves are presented in Figure 6.4.

![Log Average Miss Rate Curves](image)

(a) No approximated scales per octave  
(b) Two approximated scales per octave  
(c) Four approximated scales per octave  
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Figure 6.4: Log Average Miss Rate for different approximated scales per octave for infrared images

Sample detection results are presented in Figure 6.5.

**Execution time analysis**

The code was tested on an i7–3770K CPU machine. All the experiments are performed on images having the size 640 × 480 pixels. A hybrid implementation that combines C++ and Matlab is used. For the region of interest generator the execution time for processing one
Figure 6.5: Pedestrian detection in IR images with feature scaling approach
frame is about 5 ms for a frame and the total execution time of the detector depends on the type of features used and on the number of approximated scales. As shown in Table 6.2 depending on the number of approximated scales per octave the total execution time ranges from 38fps – when seven approximation scales are used to 4.3 fps when no approximation is used and LBP256 is employed.

### Evaluation of pedestrian detection using multiple scale boosted cascades

The performance of the detection was evaluated using two different measures proposed by [36].

- Per window evaluation that is we measure the performance on cropped positive and negative image windows.

- Full image evaluation in which we find the miss rate against false positives per image.

For each of the eight cascades a per window evaluation is applied, in order to find out the accuracy of each cascade in part on pedestrian and non-pedestrian images that have been resized in order to fit the detector size. The results of the per window evaluation are provided in table 6.3. TP rate refers to the true positive rate that is how many of the positives are correctly classified. TN rate refers to the true negative rate that is how many of the negatives are correctly classified as being negatives. Each classifier behaves relatively good when dealing to perfectly scaled small images.

In order to perform the per image evaluation test sequences are considered and for each the average number of false positive detections and the average true positive rate are measured. The true positive rate of a frame is given by the number of correctly detected pedestrian divided by the total number of pedestrians in that frame. The average true positive rate for a sequence is given by the sum of true positive rates per frames divided by the total number of frames that contain pedestrians. In order to prove the effectiveness of the multiple scale cascade structure its performance is compared with each of the eight cascades. The results are shown in table 6.4.

An evaluation of 1000 annotated frames of the test sequences is carried out. Only pedestrians having height greater than 30 pixels were considered.

<table>
<thead>
<tr>
<th>Model Size</th>
<th>TP rate</th>
<th>TN rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>24 x 48</td>
<td>60%</td>
<td>99%</td>
</tr>
<tr>
<td>36 x 72</td>
<td>96.5%</td>
<td>96.2%</td>
</tr>
<tr>
<td>48 x 96</td>
<td>99.2%</td>
<td>83%</td>
</tr>
<tr>
<td>60 x 120</td>
<td>99.5%</td>
<td>85.1%</td>
</tr>
<tr>
<td>72 x 144</td>
<td>97.2%</td>
<td>87%</td>
</tr>
<tr>
<td>84 x 168</td>
<td>98.76%</td>
<td>89.4%</td>
</tr>
<tr>
<td>86 x 192</td>
<td>93.2%</td>
<td>92.3%</td>
</tr>
<tr>
<td>108 x 216</td>
<td>92.8%</td>
<td>91.3%</td>
</tr>
</tbody>
</table>
In order to obtain these values a grouping of close enough bounding boxes based on their location and score was performed. All the input rectangles were clustered using the rectangle equivalence criteria based on similarity in size location [181].

The similarity is defined by the parameter $\epsilon$ that gives the relative difference between sides of the rectangles to be merged into a group. Then, the small clusters containing less than or equal to $th$ rectangles are rejected. In each other cluster, the average rectangle is computed and put into the output rectangle list.

Table 6.4 shows the TP rate and the FP rate for two different parameter settings. When $\epsilon = 0.3$ and the grouping threshold is 1 the multi-scale cascade has a true positive rate of almost 70% and a false positive rate of 0.49, while the stand-alone cascades perform worse.

It can be noticed that the proposed detector works better than the classical HOG detector evaluated on the intensity images from INRIA dataset by [36].

Some examples of detection results are shown in Figure 6.6.

The sample detection results show that small pedestrians are not detected because a constraint of height being greater than 30 pixels was imposed, and in the detection results a false positive can be also noticed.

### Execution time analysis

Our experiments have been run on an i7–3770K CPU. All the images used have a dimension of $320 \times 240$ pixels. For the region of interest generator the execution time for processing one frame is about 29 ms and this leads to an average execution time of 0.5fps.

### Conclusion

This chapter presents two original solutions for detecting pedestrians in far infrared images: (1) detection by means of image feature approximation and (2) detection by multiple scale boosted cascades.

A popular and successful approach for monocular intensity pedestrian detection is based on the approximation (instead of computation) of image features for multiple scales based on
the features computed on set of predefined scales. This idea is ported to the infrared domain. The contributions of the author reside in the combination of four channel features, namely infrared, histogram of gradient orientations, normalized gradient magnitude and local binary patterns with the objective of detecting pedestrians for night vision applications dealing with far infrared sensors. Multiple scale feature computation is done by feature approximation. Another contribution is the study of different formulations for Local Binary Patterns like uniform patterns and rotation invariant patterns and their effect on detection performance. The detection speed is also boosted by the aid of a fast morphological based region of interest generator. A reasonable result hits a speed of 18fps with a log average miss rate of 39%.

Another proposed approach for the classification task is to train eight boosted cascades, each working with a specific size of training images. Hence the so called approach of one image scale and multiple detector sizes is followed. For each size an aspect ratio of 0.5 is used. Each cascade is trained until it reaches specific false positive and true positive rates. Negatives' bootstrapping is applied for each stage of the eight cascades. By the sizes of the models the entire height dimension of infrared pedestrians captured by the IR sensor is
covered. All the images have a resolution of $320 \times 240$ pixels. An execution time of about 20fps and a log average miss rate of 33\% is obtained.
Chapter 7

Conclusions

This book addresses the problem of time-constrained pedestrian detection in monocular intensity and far infrared images. The described approaches involve a comprehensive study of the various modules of a pedestrian detector, namely the pedestrian representation models, the feature extraction process and the actual pattern classification.

Chapter 1 presents the motivation and the main challenges of generic pedestrian detection models for monocular images. A main motivation for developing pedestrian detection systems in the context of road environments is given by the need of active safety technologies that assist autonomous driving systems in the prevention of pedestrian collision. The objective of such active safety technologies is to minimize the occurrence and consequences of automobile accidents. The challenges that a pedestrian detection system must face are given by the large variety of appearances due to the actions they perform (walk, run, stand), due to the motion of different body parts, due to the clothing and accessories they wear. Hence pedestrians possess a large intra-class variability because they are highly deformable instances in a traffic scene and their appearance depends on numerous factors like: pose, orientation, shape, attitude, occlusions, imaging conditions, background.

Chapter 2 presents the mathematical models employed by various existing solutions. Details upon visual descriptors like first order partial derivatives, histogram of gradient orientations, Haar filters, local binary patterns, anisotropic Gaussians and Gabor wavelets are provided. The correlation based feature selection method that is employed for selecting relevant features is included.

Chapter 3 provides a description of the machine learning algorithms used in state of the art solutions for pedestrian detection. Insights on Bayesian networks, boosting, multiple layer perceptrons and support vector machines are provided.

Chapter 4 presents popular datasets used in assessing the performance of pedestrian detectors. The standard evaluation protocol used for assessing the performance of pedestrian detection methods is also detailed.

Chapter 5 discusses the difficulties of existing scan window based pedestrian detectors in monocular visible images and presents our several ways for tackling this problem.

A revision of techniques for monocular based pedestrian detection is deployed.

A summary of existing pedestrian representation models is given. The representation models refer to the pedestrian appearance captured by the classification model. The main identified categories are: (1) monolithic representations consider the pedestrian data as a
whole and (2) part based representations that regard the pedestrian as a combination of parts and the whole body. For each of the two representations single scale or multiple-scale methods have been developed. These representations try to capture the high variance of the pedestrian appearance and some of them underline the multiple views or poses that pedestrians may have.

Next the contributions of the author in this field are presented. An approach that considers several pedestrian attitudes specific for traffic environment is defined. Actions like pedestrian running, pedestrian standing and walking are identified as being representative in the process. A space of semantic concepts that are formed by adding direction information to the attitudes is described: for example walk left, right, pedestrian facing forward or backward. Several classification algorithms have been employed for learning different semantic concepts. Those classifiers are combined in a single reasoning module that called meta-classifier that comprises: (1) basic attitude meta-classifier that is trained on a coarse partition of the input space. The division comprises three main attitudes: stand, run, walk. (2) complex attitude meta-classifier that is trained on a fine partition of the input space. A segmentation based on semantic concepts that comprise a combination between the actions that pedestrians perform: stand, run, walk and the direction of movement front, back, lateral left, lateral right is proposed.

The complex meta-classifier is integrated in a stereo-vision system and also in a monocular system. Based on the motion information provided by the stereo-system the orientation of each pedestrian hypothesis is extracted. Using the orientation only three instead of nine classifiers are applied once. For example if the orientation information corresponds to front motion than only front walk, front run and front stand classifiers are applied. Given this context information the complex meta-classifier improved the overall pedestrian detection accuracy with about 8% leading to an overall true positive rate of about 90% with only a small decrease in execution time of the overall system.

Thirdly, a star based meta-classifier that combines a whole body (root) classifier with part based the multi-attitude models is described. Models for different pedestrian attitudes given by orientations like lateral left, lateral right, front, rear are proposed. The root classifier trained on all attitudes. The role of the root classifier is to identify pedestrians fast with the cost of admitting more false positives. The attitude classifiers come to refine the root decision and to eliminate the false detections and refine the positive detections. The root and attitude classifiers are trained on HOG and LBP features computed for different parts of interest defined based on an edge homogeneity minimization function. The log average miss rate of the star classifier on pedestrians from Daimler dataset having a height greater than 50 pixels and partially occluded is of about 45% For pedestrians having a height greater than 100 pixels and not occluded the log average miss rate is of about 20%. That is the star classifier detects correctly about 80% of the pedestrians that are not occluded and are closer to the camera. The star meta-classifier hits an execution time of 16 fps.

Chapter 6 outlines existing feature based classification approaches for detecting pedestrians in infrared images. The contributions of the author in this direction are underlined by two categories of methods: (1) detection by means of image feature approximation and (2) detection by multiple scale boosted cascades. Insights on the proposal of a single detection model applied at multiple scales are given. A pyramidal model with approximation of features values for different scales is used.
The formalisation and description of methods that comprise multiple size models applied at one image scale are also included. Several detection models of different dimensions are trained and applied in parallel without any image scaling. Hence the so called approach of one image scale and multiple detector sizes is achieved. For each size an aspect ratio of 0.5 is used. Each cascade is trained until it reaches specific false positive and true positive rates. Negatives’ bootstrapping is applied for each stage of the eight cascades. By the sizes of the models the entire height dimension of infrared pedestrians captured by the IR sensor is being covered. For this method the images have a resolution of $320 \times 240$ pixels. An execution time of about 20fps and a log average miss rate of 33% is obtained.
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